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This is an introductory textbook on phonological analysis, and does not assume any prior exposure to phonological concepts. The core of the book is intended to be used in a first course in phonology, and the chapters which focus specifically on analysis can easily be covered during a ten-week quarter. Insofar as it is a textbook in phonology, it is not a textbook in phonetics (though it does include the minimum coverage of phonetics required to do basic phonology), and if used in a combined phonetics and phonology course, a supplement to cover more details of acoustics, anatomy and articulation should be sought: Ladefoged 2001a would be an appropriate phonetics companion in such a course.

The main emphasis of this book is developing the foundational skills needed to analyze phonological data, especially systems of phonological alternations. For this reason, there is significantly less emphasis on presenting the various theoretical positions which phonologists have taken over the years. Theory cannot be entirely avoided, indeed it is impossible to state generalizations about a particular language without a theory which gives you a basis for postulating general rules. The very question of what the raw data are must be interpreted in the context of a theory, thus analysis needs theory. Equally, theories are formal models which impose structure on data – theories are theories about data – so theories need data, hence analysis. The theoretical issues that are discussed herein are chosen because they represent issues which have come up many times in phonology, because they are fundamental issues, and especially because they allow exploration of the deeper philosophical issues involved in theory construction and testing.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>abl</td>
<td>ablative</td>
</tr>
<tr>
<td>acc</td>
<td>accusative</td>
</tr>
<tr>
<td>ant</td>
<td>anterior</td>
</tr>
<tr>
<td>ATR</td>
<td>advanced tongue root</td>
</tr>
<tr>
<td>bk</td>
<td>back</td>
</tr>
<tr>
<td>c.g.</td>
<td>constricted glottis</td>
</tr>
<tr>
<td>cl</td>
<td>class</td>
</tr>
<tr>
<td>cons</td>
<td>consonantal</td>
</tr>
<tr>
<td>cont</td>
<td>continuant</td>
</tr>
<tr>
<td>cor</td>
<td>coronal</td>
</tr>
<tr>
<td>dat</td>
<td>dative</td>
</tr>
<tr>
<td>dB</td>
<td>decibel</td>
</tr>
<tr>
<td>del.rel</td>
<td>delayed release</td>
</tr>
<tr>
<td>dim</td>
<td>diminutive</td>
</tr>
<tr>
<td>distr</td>
<td>distributed</td>
</tr>
<tr>
<td>e.o.</td>
<td>each other</td>
</tr>
<tr>
<td>fem</td>
<td>feminine</td>
</tr>
<tr>
<td>gen</td>
<td>genitive</td>
</tr>
<tr>
<td>hi</td>
<td>high</td>
</tr>
<tr>
<td>Hz</td>
<td>Hertz</td>
</tr>
<tr>
<td>imp</td>
<td>imperative</td>
</tr>
<tr>
<td>intr</td>
<td>intransitive</td>
</tr>
<tr>
<td>lat</td>
<td>lateral</td>
</tr>
<tr>
<td>lo</td>
<td>low</td>
</tr>
<tr>
<td>loc</td>
<td>locative</td>
</tr>
<tr>
<td>masc</td>
<td>masculine</td>
</tr>
<tr>
<td>ms(c)</td>
<td>millisecond</td>
</tr>
<tr>
<td>nas</td>
<td>nasal</td>
</tr>
<tr>
<td>neut</td>
<td>neuter</td>
</tr>
<tr>
<td>nom</td>
<td>nominative</td>
</tr>
<tr>
<td>obj</td>
<td>object</td>
</tr>
<tr>
<td>pl</td>
<td>plural</td>
</tr>
<tr>
<td>poss</td>
<td>possessive</td>
</tr>
<tr>
<td>pres</td>
<td>present</td>
</tr>
<tr>
<td>rd</td>
<td>round</td>
</tr>
<tr>
<td>sg, sing</td>
<td>singular</td>
</tr>
<tr>
<td>s.g.</td>
<td>spread glottis</td>
</tr>
<tr>
<td>son</td>
<td>sonorant</td>
</tr>
<tr>
<td>sp</td>
<td>species</td>
</tr>
<tr>
<td>strid</td>
<td>strident</td>
</tr>
<tr>
<td>syl</td>
<td>syllabic</td>
</tr>
<tr>
<td>tns</td>
<td>tense</td>
</tr>
<tr>
<td>tr</td>
<td>transitive</td>
</tr>
<tr>
<td>vcd</td>
<td>voiced</td>
</tr>
<tr>
<td>vcls</td>
<td>voiceless</td>
</tr>
<tr>
<td>voi</td>
<td>voice</td>
</tr>
<tr>
<td>1</td>
<td>first person</td>
</tr>
<tr>
<td>2</td>
<td>second person</td>
</tr>
<tr>
<td>3</td>
<td>third person</td>
</tr>
</tbody>
</table>
CHAPTER

1 What is phonology?

This chapter introduces phonology, the study of the sound systems of language. Its key objective is to:

◆ introduce the notion of phonological rule
◆ explain the nature of sound as a physical phenomenon
◆ highlight the tradeoff between accuracy and usefulness in representing sound
◆ distinguish between phonetics and phonology
◆ contrast the continuous and discrete aspects of linguistic sounds
◆ introduce the notion of “sound as cognitive symbol”

KEY TERMS
sound
symbol
transcription
grammar
continuous
nature of speech
accuracy
Phonology is one of the core fields that composes the discipline of linguistics, which is defined as the scientific study of language structure. One way to understand what the subject matter of phonology is, is to contrast it with other fields within linguistics. A very brief explanation is that phonology is the study of sound structure in language, which is different from the study of sentence structure (syntax) or word structure (morphology), or how languages change over time (historical linguistics). This definition is very simple, and also inadequate. An important feature of the structure of a sentence is how it is pronounced – its sound structure. The pronunciation of a given word is also a fundamental part of the structure of the word. And certainly the principles of pronunciation in a language are subject to change over time. So the study of phonology eventually touches on other domains of linguistics.

An important question is how phonology differs from the closely related discipline of phonetics. Making a principled separation between phonetics and phonology is difficult – just as it is difficult to make a principled separation between physics and chemistry, or sociology and anthropology. A common characterization of the difference between phonetics and phonology is that phonetics deals with “actual” physical sounds as they are manifested in human speech, and concentrates on acoustic waveforms, formant values, measurements of duration measured in milliseconds, of amplitude and frequency, or in the physical principles underlying the production of sounds, which involves the study of resonances and the study of the muscles and other articulatory structures used to produce physical sounds. On the other hand, phonology, it is said, is an abstract cognitive system dealing with rules in a mental grammar: principles of subconscious “thought” as they relate to language sound. Yet once we look into the central questions of phonology in greater depth, we will find that the boundaries between the disciplines of phonetics and phonology are not entirely clear-cut. As research in both of these fields has progressed, it has become apparent that a better understanding of many issues in phonology requires that you bring phonetics into consideration, just as a phonological analysis is a prerequisite for any phonetic study of language.

### 1.1 Concerns of phonology

As a step towards understanding what phonology is, and especially how it differs from phonetics, we will consider some specific aspects of sound structure that would be part of a phonological analysis. The point which is most important to appreciate at this moment is that the “sounds” which phonology is concerned with are symbolic sounds – they are cognitive abstractions, which represent but are not the same as physical sounds.

**The sounds of a language.** One aspect of phonology considers what the “sounds” of a language are. We would want to take note in a description
of the phonology of English that we lack a particular vowel that exists in German in words like schön ‘beautiful,’ a vowel which is also found in French (spelled eu, as in jeune ‘young’), or Norwegian (ø ‘beer’). Similarly, the consonant spelled th in English thing, path does exist in English (as well as in Icelandic where it is spelled with the letter þ, or Modern Greek where it is spelled θ, or Saami where it is spelled ì), but this sound does not occur in German or French, and it is not used in Latin American Spanish, although it does occur in Continental Spanish in words such as cerveza ‘beer,’ where by the spelling conventions of Spanish, the letters c and z represent the same sound as the one spelled θ (in Greek) or ì (in English).

Rules for combining sounds. Another aspect of language sound which a phonological analysis would take account of is that in any given language, certain combinations of sounds are allowed, but other combinations are systematically impossible. The fact that English has the words brick, break, bridge, bread is a clear indication that there is no restriction against having words begin with the consonant sequence br; besides these words, one can think of many more words beginning with br such as bride, brew and so on. Similarly, there are many words which begin with bl, such as blue, blatant, blast, blend, blink, showing that there is no rule against words beginning with bl. It is also a fact that there is no word ‘blick’ in English, even though the similar words blink, brick do exist. The question is, why is there no word ‘blick’ in English? The best explanation for the nonexistence of this word is simply that it is an accidental gap – not every logically possible combination of sounds which follows the rules of English phonology is found as an actual word of the language.

Native speakers of English have the intuition that while blick is not actually a word of English, it is a theoretically possible word of English, and such a word might easily enter the language, for example via the introduction of a new brand of detergent. Fifty years ago the English language did not have any word pronounced bick, but based on the existence of words like big and pick, that word would certainly have been included in the set of nonexistent but theoretically allowed words of English. Contemporary English, of course, actually does contain that word – spelled Bic – which is a type of pen.

While the nonexistence of blick in English is accidental, the exclusion from English of many other imaginable but nonexistent words is based on a principled restriction of the language. While there are words that begin with sn like snake, snip and snort, there are no words beginning with bn, and thus ‘bnick, ‘bnark, ‘bniddle are not words of English. There simply are no words in English which begin with bn. Moreover, native speakers of English have a clear intuition that hypothetical ‘bnick, ‘bnark, ‘bniddle could not be words of English. Similarly, there are no words in English which are pronounced with pn at the beginning, a fact which is not only demonstrated by the systematic lack of words such as ‘pnark, ‘pnig, ‘pnilge.

1 The asterisk is used to indicate that a given word is non-existent or wrong.
but also by the fact that the word spelled pneumonia which derives from Ancient Greek (a language which does allow such consonant combinations) is pronounced without p. A description of the phonology of English would then provide a basis for characterizing such restrictions on sequences of sounds.

**Variations in pronunciation.** In addition to providing an account of possible versus impossible words in a language, a phonological analysis will explain other general patterns in the pronunciation of words. For example, there is a very general rule of English phonology which dictates that the plural suffix on nouns will be pronounced as [iz], represented in spelling as es, when the preceding consonant is one of a certain set of consonants including [s] (spelled sh) as in bushes, [c] (spelled as ch) as in churches, and [j] (spelled j, ge, dge) as in cages, bridges. This pattern of pronunciation is not limited to the plural, so despite the difference in spelling, the possessive suffix s’ is also subject to the same rules of pronunciation: thus, plural bushes is pronounced the same as the possessive bush’s, and plural churches is pronounced the same as possessive church’s.

This is the sense in which phonology is about the sounds of language. From the phonological perspective, a “sound” is a specific unit which combines with other such specific units, and which represent physical sounds.

### 1.2 Phonetics – what is physical sound?

Phonetics, on the other hand, is about the concrete, instrumentally measurable physical properties and production of these cognitive speech sounds. That being the case, we must ask a very basic question about phonetics (one which we also raise about phonology). Given that phonetics and phonology both study “sound” in language, what are “sounds,” and how does one represent the sounds of languages? The question of the physical reality of an object, and how to represent the object, is central in any science. If we have no understanding of the physical reality, we have no way of talking meaningfully about it. Before deciding how to represent a sound, we need to first consider what a sound is. To answer this question, we will look at two basic aspects of speech sounds as they are studied in phonetics, namely **acoustics** which is the study of the properties of the physical sound wave that we hear, and **articulation**, which is the study of how to modify the shape of the vocal tract, thereby producing a certain acoustic output (sound).

**1.2.1 Acoustics**

A “sound” is a complex pattern of rapid variations in air pressure, traveling from a sound source and striking the ear, which causes a series of neural signals to be received in the brain: this is true of speech, music and random noises.

---

2 This is the “apostrophe s” suffix found in The child’s shoe, meaning ‘the shoe owned by the child.’
Waveforms. A concrete way to visually represent a sound is with an acoustic waveform. A number of computer programs allow one to record sound into a file and display the result on the screen. This means one can visually inspect a representation of the physical pattern of the variation in air pressure. Figure 1 gives the waveforms of a particular instance of the English words seed and Sid.

The horizontal axis represents time, with the beginning of each word at the left and the end of the word at the right. The vertical axis represents displacement of air particles and correlates with the variations in atmospheric pressure that affect the ear. Positions with little variation from the vertical center of the graph represent smaller displacements of air particles, such as the portion that almost seems to be a straight horizontal line at the right side of each graph. Such minimal displacements from the center correspond to lower amplitude sounds. The portion in the middle where there is much greater vertical movement in the graph indicates that the sound at that point in time has higher amplitude. While such a direct representation of sounds is extremely accurate, it is also fairly uninformative.

The difference between these words lies in their vowels (ee versus i), which is the part in the middle where the fluctuations in the graph are greatest. It is difficult to see a consistent difference just looking at these pictures – though since these two vowels are systematically distinguished in English, it cannot be impossible. It is also very difficult to see similarities looking at actual waveforms. Consider figure 2 which gives different repetitions of these same words by the same speaker.
Visual inspection gives you no reason to think that these sets of graphs are the same words said on different occasions. The problem is that while a physical waveform is a very accurate representation of a word, it provides so much information that we cannot tell what is important and what is not.

Since we are interested in the part which makes these two words sound different, we might get a clearer picture of the physical difference by expanding the scale and looking just at a part of the vowel. Vowels are periodic, which means that the pattern of their waveform repeats over time. The display in figure 3 gives a portion of the
vowels from the middle of the words *seed* and *Sid*, involving around 30 milliseconds (ms) of each of the words (the entire word in each of these two examples actually lasts approximately 600 ms, so this is a small part of the entire word). We can indeed see that there is a pattern which is repeated (although successive repetitions are not perfect reproductions).

Though there are visible differences between the waveforms, the basis for distinguishing these vowels remains unclear.

**Sound spectra.** We need a better analytical technique than just looking at raw sound, to be able to talk precisely about properties of these sounds. We therefore need to understand some basic properties of physical sounds. All sound waves are definable in terms of three properties that characterize a sine wave familiar from trigonometry, namely frequency measured in cycles per second also known as Hertz (Hz), amplitude measured in decibels (dB), and phase measured in the angular measure radians. These characteristics suffice to define any sine wave, which is the analytic basis of sounds. The property phase, which describes how far into the infinite cycle of repetition a particular sine wave is, turns out to be unimportant for the study of speech sounds, so it can be ignored. Simple sine waves (termed “pure tones” when speaking of sounds) made up of a single frequency are not commonly encountered in the real world, but can be created by a tuning fork or by electronic equipment.

Speech sounds (indeed all sounds) are complex waveforms which are virtually impossible to describe with intuitive descriptions of what they “look like.” Fortunately, a complex waveform can be mathematically related to a series of simple waves which have different amplitudes at different frequencies, so that we can say that a complex waveform is “built from” a set of simple waves. Figure 4 shows a complex wave on the left which is constructed mathematically by just adding together the three simple waveforms of different frequencies and amplitudes that you see on the right.

The complex wave on the left is made from simple sine waves at 100, 200, and 300Hz, and the individual components defining the complex wave are graphed on the right. The most prominent component (the one
Changing the amplitude of one such component changes the overall character of the waveform. A complex wave is mathematically equivalent to a corresponding series of sine wave components, so describing a complex wave directly is equivalent to describing the individual components. If we see two differently shaped complex waves and we can’t describe their differences directly in terms of the complex waves, we can instead focus on the equivalent series of sine wave components, and describe the differences in terms of very simple information about component frequency and amplitude.

Just as a single complex waveform can be constructed from a series of simple waves at different frequencies and amplitudes, a single complex waveform can also be mathematically broken down into a series of components which have different frequencies and amplitudes. Rather than graph the full shape of each specific sine wave component – which becomes very hard to understand if there are more than a handful of components – we can simply graph the two important values for each of the component sine waves, the amplitude and frequency. This is known as a spectrum: it is the defining frequency and amplitude components of a complex waveform, over a fixed period of time. The spectrum of the waveform in figure 4 is plotted in figure 6, where the horizontal axis corresponds to frequency from 0 to 7,000 Hz and the vertical axis corresponds to amplitude from 0 to 60 dB. Note that in this display, time is not represented: the spectrum simply describes amplitude and frequency, and information about how long a particular complex waveform lasts would have to be represented somewhere else.
This is a very simple spectrum, representing an artificially constructed sound containing only three components. Naturally occurring sounds have many more components than this.

Since complex sounds can be mathematically broken down into a series of simple components, we can use this very useful tool to look at the vowel sounds of *seed* and *Sid*: we look at the physical properties of the component frequencies that define the two vowels that we were interested in. Figure 7 provides the spectrum of the portion from the middle of the vowels of *Sid* and *seed* which we looked at in figure 3. The horizontal axis again represents frequency, ranging from 0 to 7000 Hz, and the vertical axis represents amplitude in decibels. Here, the spectrum is represented as a continuous set of amplitude values for all frequencies in this frequency range, and not just three discrete frequencies as seen in the constructed sound of figure 6.
In these spectra, certain frequency regions are more prominent than others, due to resonances in the vocal tract. Resonances are frequency regions where sound amplitude is enhanced. These frequencies are perceptually more prominent than other lower-amplitude frequencies. The frequencies at which these resonances occur are related to the length of various parts of the vocal tract (ultimately related to the position of the tongue and lips as specific sounds are made). The relation between size and frequency is simple and familiar: a large bottle has a low-resonance frequency and a small bottle has a higher-resonance frequency. The first three of these prominent frequency regions, called formants, are indicated with pointed vertical lines in the graphs. You can see that in the spectrum for seed on the left, the first formant (F1) occurs at a lower frequency than the first formant of the vowel in Sid. However, the second and third formants (F2, F3) of seed occur at somewhat higher frequencies than F2 and F3 of Sid. By comparing the frequencies at which these formants occur, one can begin to systematically describe the physical properties of the vowels in seed and Sid. One of the most important properties which allows a listener to distinguish speech sounds, such as the vowels of seed versus Sid, is the frequencies of these formants.

Viewing the waveform versus the spectrum of a sound involves a trade-off between accuracy and usefulness. While the spectrum is more informative since it allows us to focus on certain specific properties (formant frequencies), it is a less accurate representation of reality than the original waveform. Another very significant limitation of this type of spectral display is that it only characterizes a single brief moment in the utterance: speech is made up of more than just little 30 millisecond bits of steady sound. We need to include information about changes over time in a sound.

Spectrograms. Another display, the spectrogram, shows both frequency and amplitude properties as they change over time, by adding a third dimension of information to the display. Figure 8 provides spectrograms of the entirety of the two words seed and Sid. In this display, the horizontal axis represents the time dimension: the utterance begins at the left and ends at the right. The vertical axis represents frequency information, lower frequencies appearing at the bottom and higher frequencies at the top. Amplitude is represented as darkness: higher amplitudes are darker and lower amplitudes are lighter.

The initial portion of the spectrogram between the arrows represents the consonant s, and the second portion with the series of minute vertical striations represents the vowel (the consonant d is visible as the light horizontal band at the bottom of the graph, beginning at around 500 ms). The formants which characterize the vowels of seed and Sid are represented as dark bands, the first formant being the darker lower band and the second and third formants being the two somewhat lighter bands appearing approximately one-third of the way up the display.

Looking at these spectrograms, we learn two other things about these vowels that we would not have suspected from looking at the spectrum in
figure 7 taken from a single point in time. First, notice that the vowel portion of *seed* is longer than in *Sid*. Second, the frequencies of the formants change over time, so in *seed* the first two formants start out much closer together than they do in *Sid*, and then in *seed* the second formant rises over the first half of the vowel whereas in *Sid* the second formant falls.

A spectrogram is a reasonably informative and accurate display of properties of sound. It is less accurate than the spectrum at a single point, such as figure 7. A spectrogram is nothing more than a series of such spectra, where the more detailed amplitude information represented on the vertical axis in figure 7 is simplified to a less detailed and less reliable visual difference in darkness. It is also inefficient as a representation of the sound in two ways. First, as represented on a computer, it is bulky in comparison to a waveform, so that the above spectrogram is around eight times the size of the original waveform. Second, it is still difficult to interpret. While you can learn how to read a spectrogram of a word in a familiar language, and be fairly certain from inspecting certain properties of the display what word the spectrogram represents, even the most skilled of spectrogram readers require tens of seconds to interpret the display; the average person who has learned the basics of spectrogram reading would require a number of minutes and may not be able to correctly identify the utterance at all. Spectrograms are created either by special machinery or specialized computer programs, which are not always available. It is therefore quite impractical and also unnecessary to base the scientific study of language sound systems exclusively on spectrograms.
1.2.2 Articulation

Another way to analyze speech sounds is in terms of the arrangement of articulators – the lips, tongue and other organs of the vocal tract required to produce a particular speech sound. By appropriate positioning of articulators, the shape of the vocal tract can be changed, and consequently the sound which emerges from the vocal tract can be changed (much as different sized bottles produce different tones when you blow across the top). For the purpose of studying the production of speech, the most important articulators are the lips, teeth, tongue, palate, velum, pharynx and larynx.

![Speech anatomy](image)

Figure 9 illustrates the anatomical landmarks which are most important for the study of speech production.

Because sound production involves the manipulation of airflow, production of speech generally begins with the lungs which drive the air coming out of our mouths. Air is forced out of the lungs through the vocal folds, which act as a valve that goes through a repeated cycle of blocking and allowing air to pass from the lungs to the vocal tract. This repeated movement of air would produce a waveform that looks something like figure 10, which represents airflow through the vocal folds when a voiced sound (such as a vowel) is produced.

![Airflow through glottis](image)
This wave is further shaped by the geometry of the vocal tract, which emphasizes certain frequencies and suppresses others. Thus the particular tongue shape that is characteristic of the vowel in seed – a higher and fronter position of the tongue – is responsible for the acoustic difference between that vowel and the vowel of Sid.

It is a fact of physics that a longer tube has a lower resonance frequency than a shorter one. The vocal tract can be treated as a series of tubes, where the resonance frequencies of different tubes correspond to different frequencies of formants. By placing the tongue in various positions or by protruding the lips, sections of the vocal tract are lengthened or shortened, and thus their resonances – formant frequencies – are lowered or raised. For example, the length of the vocal tract in front of the constriction formed with the tongue determines the frequency of the second formant. When the tongue is advanced as it is for the vowel in seed, the portion of the vocal tract in front of the tongue is rather short, and therefore this front part of the vocal tract has a high resonance frequency: and thus the vowel has a high value for F2. On the other hand, the vowel in pool is produced with the tongue positioned further back, which means that the part of the vocal tract in front of the tongue is relatively long – it is made even longer because when [u] is produced, the lips are also protruded, which lengthens the entire vocal tract. The effect of lengthening the front part of the vocal tract is that the resonance frequency is lowered, and thus the vowel in pool has a very low value of F2.

How vocal tract shape determines the acoustic output is the domain of phonetics. While the acoustic and articulatory properties of speech are important in understanding phonology, indeed constitute the foundation on which phonology is built, it is just that – the foundation. Phonology
looks at how these physical aspects of manifested speech are represented as part of the mental entity “language.”

1.3 The symbolic representation of speech

The English word *ground* is composed of six letters, and by happy coincidence, six distinct phonological sounds or, as they are called by phonologists, *segments*. But an inspection of what we can measure objectively in the acoustic signal, such as found in a spectrogram, shows no physical boundaries in the stream of sound pointing to exactly six distinct sound events. Instead, we find a continuously changing sound pattern, with the amplitude of the signal being stronger at a given time at certain frequencies than at others – corresponding to formant frequencies – where the frequencies of these peaks are constantly changing. For example, looking at the spectrogram in figure 12, one can see a sliver of a darker area in the lower quarter at the very left edge of the spectrogram, which is followed by a light area, and then a pattern of closely spaced vertical striations. Below the spectrogram, you can see points that provide approximate indications where each segment begins and ends, and this initial dark sliver followed by a light sliver constitutes the acoustic energy of the initial consonant [g]. While there seems to be a relatively clear break between the initial [g] and the following [r], the same cannot be said for any of the other adjacent sounds in this word.

This points to one of the most basic properties of phonology, and clarifies another essential difference between phonetics and phonology. Phonetics studies language sound as a continuous property. A phonological analysis relies on an important idealization of language sound, that the continuous speech signal can be analyzed as a series of discrete
segments with constant properties. It is evident, looking at the portion of the spectrogram corresponding to $r$, that the physical properties of the $r$ change continuously over time – this is true of the entire spectrogram. Yet the transcription simply indicated a single unit $r$, implying a clear beginning and end, and not suggesting that there is time-varying structure within $r$.

Both phonetics and phonology involve representations of sound. A phonetic representation can be given as a series of numbers, representing the three acoustic essentials – amplitude, frequency and time – or as an analogous description of the complex and continuously changing internal geometry of the vocal tract. Such a representation would be highly accurate, and is appropriate if the goal is to understand the fine-grained details of speech sounds as physical entities. For the purposes of grammar, physical sound contains way too much information to allow us to make meaningful and general statements about language sound, and we require a way to represent just the essentials of language sounds. A phonological representation of an utterance reduces this great mass of phonetic information to a cognitively based minimum, a sequence of discrete segments.

The basic tool behind this conversion of the continuous stream of speech sound into units is the phonetic transcription. The philosophy behind a transcription is that one can adequately represent all of the linguistically important details of an utterance by symbols whose interpretation is predefined. Phonology then can be defined as the study of higher-level patterns of language sound, conceived in terms of discrete mental symbols, whereas phonetics can be defined as the study of how those mental symbols are manifested as continuous muscular contractions and acoustic waveforms.

By way of introduction to the nature of a symbolic transcription, let us take the case of the word *ground* given above. The spelling *ground* is a poor representation of the pronunciation of the word, for scientific purposes. If you were to follow rules for pronunciation in other languages such as Portuguese, Spanish or Italian, you might think that the word spelled *ground* would be pronounced like *groaned*. The problem with spelling is that the letter sequence *ou* is pronounced one way in Portuguese, another way in French (the word would be pronounced more like *grooned* if French pronunciation rules were followed), and a third way according to English rules. We need a system for representing sounds, one which is neutral with respect to the choice of language being studied – a system which could be used to discuss not only languages with a long written history like Greek or Chinese, but also languages like Ekoti (a Bantu language spoken in Mozambique) which remains to this day largely unwritten.

In addition, English spelling is imprecise in many cases. The consonant in the middle of *ether* is not the same as the one in the middle of the word *either* (if it were, these words would be pronounced the same, and they are not). English has two distinct kinds of *th* sound, but both are represented the same way in spelling. Linguists adopt special symbols which are better suited to accurately representing speech in an objective manner, so
that anyone who knows the pronunciation of the symbols could pronounce a word of English (or Portuguese, Chinese, or Ekoti) written with those symbols with a high degree of accuracy. Thus, we would represent the word *ground* (as spoken by this author) as *[g æ w nd]*, where *[æ]* represents the vowel found in *hat*.

The goal of phonology is not to provide accurate symbolic representations of speech. Rather, the goal is to understand the linguistic rules which operate on sounds mentally represented as symbols, and the transcription is our means of representing the data which we discuss. As it happens, the transcription *[g æ w nd]* does not really tell the scientist everything they need to know, in order to pronounce this word the same way as in figure 12. A transcription is, essentially, a measurement of a physical phenomenon, and like all measurements can be made with greater or less precision. This particular transcription is quite sufficient for most purposes (such as a phonetic dictionary of English, where knowledge of the systematic principles of the language’s sound system might be taken for granted). A more precise transcription such as *[k ɹ w ˜ æ w nd]* could be required for another purpose, such as conveying information about pronunciation that is independent of general knowledge of rules of phonetic realization that exist in English.

The very idea of trying to render a highly information-rich structure such as an acoustic waveform in terms of a rather small repertoire of discrete symbols is based on a very important assumption, one which has proven to have immeasurable utility in phonological research, namely that there are systematic limits on what constitutes a possible speech sound in human language. Some such limitations may be explained in terms of physical limits on the vocal tract, so humans are not physically capable of producing the sound emitted by a dentist’s high-speed drill, nor can humans produce the sound of a ton of dynamite exploding, but even restricting our attention to sounds which can be produced by the human vocal tract, there are very many sounds which humans can produce which are nevertheless not part of language. The basis for this limitation on speech sounds will be taken up in more detail in later chapters.

**Summary**

Phonetics and phonology both study language sound. Phonology examines language sound as a mental unit, encapsulated symbolically for example as *[æ]* or *[g]*, and focuses on how these units function in grammars. Phonetics examines how symbolic sound is manifested as a continuous physical object. The conversion from physically continuous event to symbolic representation requires focusing on the information that is important, which is possible because not all physical properties of speech sounds are cognitively important. One of the goals of phonology is then to to discover exactly what these cognitively important properties are, and how they function in expressing regularities about languages.
Exercises
These exercises are intended to be a framework for discussion of the points made in this chapter, rather than being a test of knowledge and technical skills.

1. Examine the following true statements and decide if each best falls into the realm of phonetics or phonology.
   a. The sounds in the word *frame* change continuously.
   b. The word *frame* is composed of four segments.
   c. Towards the end of the word *frame*, the velum is lowered.
   d. The last consonant in the word *frame* is a bilabial nasal.

2. Explain what a "symbol" is; how is a symbol different from a letter?

3. Give four rules of the phonological system of English, other than the ones already discussed in this chapter. Important: these should be rules about segments in English and not about spelling rules.

4. How many segments (not letters) are there in the following words (in actual pronunciation)?
   - sit
   - trap
   - fish
   - bite
   - ball
   - up
   - ox
   - through
   - often

5. Why would it be undesirable to use the most accurate representation of a spoken word that can be created under current technology in discussing rules of phonology?

Further reading
This chapter gives an overview of phonetic transcriptions. It:

◆ gives the important transcriptional symbols
◆ introduces the two major schemes of phonetic transcriptions
◆ presents the main articulatory classifications of sounds
◆ surveys the main variations in phonetic properties exploited by languages
◆ further develops the relevance of phonetics for the study of phonology
In phonetic transcription, speech is represented by a small set of symbols with a standard interpretation. This chapter looks at the different systems for phonetic transcription. There are two major schemes, the informal American scheme used especially in North America, sometimes known as APA (American Phonetic Alphabet), and the IPA (International Phonetic Alphabet), promulgated by the International Phonetic Association. The primary difference between these systems is that in certain cases the American scheme uses a regular letter plus a diacritic where IPA tends to use separate special characters. Thus the sound spelled <sh> at the beginning of *ship* would be transcribed as \[\text{[s]}\] in the American system, but with the separate letter [ʃ] in IPA. There are relatively few differences between the two systems, and you should become familiar with both systems (actively with one and passively with the other). This text uses APA: the distinctly IPA symbols are given in section 2.3. In this chapter, we will aim for a general overview of transcription and articulation. The goal is not to have a complete account of these topics, but rather to mention the important phonetic symbols, so that the student has a working knowledge of basic transcription, as well as an introduction to the articulatory basis for speech sounds which will be referred to in discussing phonological processes.

### 2.1 Vowels: their symbols and properties

Conventionally, the first division in speech sounds is made between vowels and consonants. Symbols for vowels will be considered first, because there are fewer vowels than consonants. American English has a fairly rich vowel inventory, so we can illustrate most of the vowel symbols with English words.

(1) Symbol | English equivalent
---|---
i | beat [biyt]
ι or I | bit [bt]
e | bait [beyt]
ε | bet [bet]
æ | bat [bæt]
a | cot [kat]
ɔ | caught [kɔt]
o | coat [kɔwt]
ɔ or U | could [kud]
u | cooed [kuwd]
ʌ | cud [kad]
ə | (unstressed vowel in) ‘array’ [ərɛy]

The glides y and w in the transcription of tense vowels in English reflect the phonetic diphthongal quality of these vowels, which is especially evident when one compares the pronunciation of English *say* and Spanish *se*. There are different ways of transcribing that vowel, e.g. [se], [se:], [sei], [sel], [se] and [sey]. Transcriptions like [se] or [se] are much broader, that is,
reveal less of the phonetic details of English because they suppress the information that this is phonetically a diphthong – which can be predicted by a rule – whereas [sei], [seɪ], [seɪ] and [sey] report this phonetic property. There is little scientific basis for picking a specific one of these latter four transcriptions as a representation of how the word is pronounced, and you are likely to encounter all of them in one source or another.

Some dialects of English make no distinction in the pronunciation of the words cot and caught; even among speakers who distinguish the pronunciation of cot and caught, the precise pronunciation of the two vowels differs considerably. An important point developed in this book is that transcriptional symbols are approximations representing a range of similar values, and that symbols do not always have absolute universal phonetic values.

**Tongue and lip position in vowels.** Values of phonetic symbols are defined in terms of a variety of primarily articulatorily defined phonetic dimensions as in (2).

The three most important properties for defining vowels are height, backness, and roundness. The height of a vowel refers to the fact that the tongue is higher when producing the vowel [i] than when producing [e] (which is higher than that used for [æ]), and the same holds for the relation between [u], [o] and [a].

Three primary heights are generally recognized, namely high, mid and low, with secondary distinctions introduced either under the name tense ~ lax or close ~ open to distinguish vowel pairs such as [i] (seed) vs. [ɪ] (sid), [e] (late) vs. [ɛ] (let) or [u] (food) vs. [u] (foot), where [iɛu] are tense (close) and [iœu] are lax (open). Tense vowels are higher and often less centralized compared to their lax counterparts.
Independent of height, vowels can differ in relative frontness of the tongue. The vowel [i] is produced with a front tongue position, whereas [u] is produced with a back tongue position. In addition, [u] is produced with rounding of the lips: it is common but by no means universal for back vowels to also be produced with lip rounding. Three phonetic degrees of horizontal tongue positioning are generally recognized: front, central and back. Finally, any vowel can be pronounced with protrusion (rounding) of the lips, and thus [o] can be round vowels whereas [i], [æ] are unrounded vowels.

With these independently controllable phonetic parameters – five degrees of height, three degrees of fronting, and rounding versus non-rounding – one predicts the possibility of up to thirty vowels, which is many more vowels than are found in English. Many of these vowels are lacking in English, but can be found in other languages. Here are a few examples:

(3) ü high front round vowel (found in German, French, Turkish)
ö lax high front round vowel (found in Icelandic)
obmid front round vowel (found in German, French, Turkish)
ød lax mid front round vowel (found in Swiss German)
œ low front round vowel (found in French)
i, u central (or back) unrounded vowel (found in Turkish, Russian)

All of these vowels can be characterized in terms of the three basic vowel properties of height, backness and rounding. A more complete listing of vowel symbols is given below. It should be borne in mind that the exact phonetic definitions of certain symbols, especially those for low vowels, central vowels, and back unrounded vowels, can vary in usage. Therefore, the symbol <a> might be used to denote a back vowel rather than a central vowel in many published sources; it may also be used for a low front vowel, one which is phonetically lower than [æ].

(4) Nonround vowels

Round vowels
While this yields a fairly symmetrical system of symbols and articulatory classifications, there are gaps such as the lack of tense/lax distinctions among low vowels or central vowels except for the [ʌ] ~ [a] distinction.

These properties of tongue and lip position are the ones most commonly exploited for making vowels, but there are a number of other phonetic properties that play a role in defining vowels, and we turn to those properties next.

Nasalization. Typical vowels are produced with air flowing from the lungs through the mouth, but any vowel can be produced with nasalization, where air flows through the nose as well as through the mouth, by lowering the velum. Nasalized vowels occur in French, Portuguese, Hindi and other languages. Rather than representing each nasalized vowel with its own symbol, the property of nasalization is symbolized with a tilde diacritic [~] placed over the vowel, so the phonetic transcription of French bon would be [bɔ̃].

Length. Vowels (as well as consonants) may also be either long or short, that is, produced with relatively greater versus lesser duration, and length can be represented with a colon [:], a macron [¯], a raised dot [·] or a pair of points which resemble a colon [:] placed after the appropriate symbol. Thus a long version of the vowel [a] may be symbolized as [aː], [ä], [a] or [aː]. Equally common is the practice of doubling the vowel or consonant symbol, so long [a] could be represented as [aa]. Examples of languages which systematically exploit the difference between long and short vowels include Japanese ([go] ‘5’, [goo] ‘issue’) and the Tanzanian Bantu language Kikerewe ([i.hu.na] ‘owl’ versus [ihu.una] ‘hut’). Languages with long and short consonants include Japanese ([ita] ‘was’ versus [itta] ‘went’) and Saami (Arctic Europe) as in the pairs [mi.ella] ‘intention (nominative)’ versus [mi.la] ‘intention (accusative)’.

Stress. The marking of stress generally encompasses the distinction between primary stress, notated with an acute accent [´], and secondary stress, marked with a grave accent [´]; alternatively, raised and lowered ticks [', ] may be placed before the initial consonants of a stressed syllable. The first syllable of the English word telegraphic has a secondary stress and the third syllable has the primary stress: thus the word could be transcribed either as [tɛləɡræfɪk] or as [,teləˈɡræfɪk]. It is notoriously difficult to give any simple definition of the acoustics or articulation of stress, and indeed the phonetic realization of stress seems to vary considerably across languages, being expressed in terms of amplitude, pitch, duration, vowel quality, as well as a host of other properties. Typically, though, stressed syllables have higher pitch and greater duration and amplitude.

Tone. Tone differences, as found in many Asian, American and African languages, and in addition a few European languages such as Norwegian and Swedish, are also typically transcribed with accent marks. The articulatory basis for producing tone is the rate of vocal fold vibration, which we
perceive in terms of pitch, so that the vocal folds might vibrate at the rate of 120 cycles per second (120 Hertz, abbreviated Hz) for the production of a low-pitched vowel and at the rate of 170 Hz for the production of a high-pitched vowel. The actual frequency of vibration of a given tone varies from language to language, and also varies from speaker to speaker (depending on age, size and gender inter alia), and even varies within a speaker depending on mood, emphasis and so on. Thus tones do not represent specific frequency values, but are defined relative to a given pitch range used at the moment. A high tone is relatively high within the range that a speaker is using, and if the physical range is raised or lowered, the actual pitch of a high tone is raised or lowered. The traditions for marking tone are rather varied. Accents are generally used to mark tones, and the following examples illustrate the most common usages. As many as five distinct levels are distinguished, arranged in (5) from highest to lowest in pitch.

(5) á superhigh toned [a]
   á high toned [a]
   â or á mid toned [a]
   à low toned [a]
   â superlow toned [a]

The characteristic property of a contour-toned vowel is that pitch changes during the vowel, and we can characterize the contour in terms of the tonal values at the beginning and ending points. The diacritic for rising tone is a “hacek,” as in [á], which combines the low tone mark grave accent (as in [â]) followed by the high tone mark acute accent (as in [á]), reflecting the fact that a rising tone begins low and ends high. Falling tone is analogously symbolized with a circumflex, as in [â], since it starts high (acute accent) and ends low (grave accent). Many other combinations are possible, for example a mid-to-high rising tone which combines the accents for mid and high, as in [á´]; you can see that rather than defining a large number of special symbols to indicate the twenty possible contour tones, it is simpler to define symbols for specific levels and describe contours as movement between levels. Another convention for marking tones is to write a superscripted number referring to the pitch level, e.g. ta³, and combinations of numbers to mark contours e.g. ta³¹. Traditions for languages in different parts of the world, such as Africa versus Asia or Mexico, differ as to whether 1 refers to the highest or lowest pitch level.

Another pitch property of importance to phonological analysis is downstep and upstep, which are the systematic lowering and raising of the overall pitch space for lexical and grammatical purposes. When a downstep occurs (symbolized by a raised exclamation mark as in (6)), it indicates that all subsequent tones are produced with the upper and lower values of the pitch range decreased. An example comes from Akan, a language of Ghana. Phonologically, each vowel after the first syllable [mè] has a high tone. However, as indicated by the downstep marker, the actual pitch level of a high tone is lower on the third vowel than it is on
the second vowel; the pitch of the sixth high-toned vowel is lower than that of the fifth, and so on – in principle, this process can continue infinitely, the only limit being the speaker’s ability to actually produce lower pitches.

(6) mè kófí é’dá bóá dá’déé m’pá

[ _ _ _ _ _ _ _ _ _ ] ‘My Kofi’s love’s pet iron bed’

Analogous to downstep, upstep involves raising the pitch range. Upstep, symbolized with a raised inverted exclamation mark, is rare in comparison to downstep, but is found in Krachi, another language of Ghana: the upstep appears between the third and fourth vowels.

(7) àlí kò’tó’ná ‘our mat’

[ _ _ _ _ _ ]

Downstep and upstep may also be symbolized with downward and upward arrows, viz. [á’pá] = [á’pá], [á’pá] = [á’pá].

**Phonation type.** A number of languages such as Ju’hoansi (Namibia), Dinka (Sudan), Hmong (SE Asia) and Mazateco (Mexico) employ distinctive patterns of vocal fold vibration or phonation in the production of vowels. One such phonation, known as creaky voicing or laryngealization, is produced by closing the vocal folds abruptly, and gives vowels a particularly “sharp” sound which is notated by placing a tilde beneath the vowel. The other type of phonation, known as breathy voice, is produced by more gradual and even incomplete closure of the vocal folds giving vowels a “soft” quality, and is marked with two dots below the vowel.

(8) à creaky [a]

à breathy [a]

These modes of phonation are probably familiar to most people (but the labels assigned to these phonations are unfamiliar), since some individuals systematically speak with a creaky quality to their voice (for example, the actor Edward G. Robinson), or with a breathy quality (Marilyn Monroe). What is special about these phonations in languages such as Ju’hoansi is that they can be used as a meaningful property of specific words realized on single segments, not just as general voice quality properties of all sounds coming from a particular speaker.

**Glides.** Standing between consonants and vowels in terms of their phonological function and phonetic properties are the glides, also known as semi-vowels. The typical glides are [y] and [w] as in English yes, wet, termed “palatal” and “labial” or “labiovelar.” These glides are very similar to the high vowels [i], [u], but are shorter and have a greater
degree of constriction than the corresponding vowels. It is often very difficult to distinguish glides and vowels based solely on what they sound like, and one often has to consider the rules of the language in order to decide whether to transcribe e.g. [kau] or [kaw], [tua] or [twa]. In addition, some languages such as French, Chinese and Kotoko (Central Africa) have a “labiopalatal” glide, with the tongue position of [y] and the lip position of [w], transcribed as [¨w]: an example from French is huit ‘eight,’ transcribed [¨wit]. Like vowels, glides may also be nasalized, breathy, or creaky.

2.2 Consonants: their symbols and properties

There are many more consonants than vowels. English only has a fraction of the full range of possible consonants, so illustration of many of these symbols involves more extensive consideration of languages other than English. Most English dialects systematically use the following consonants:

(9) p  pig  b  big  m  mug  f  fog  v  varmint  θ  thing  ð  this  t  top  s  sop  d  dog  n  nong  č  chuck  š  shuck  j  jug  ž  measure  k  cot  g  got  ŋ  hang  h  horse

Other segments used in English include r, l, z, h: this is only a partial list. There are a few additional phonetic segments found in English which, because they only arise due to general rules of the type to be discussed in the next chapter, are not immediately obvious:

(10) ϕ  voiceless bilabial fricative; variant of p found in words like rasps in casual speech.
    x  variant of k found in words like masks in casual speech; also found in German, Russian, Greek, Scots (English).
    ŋ  labiodental nasal; variant of m found before [f] and [v] as in comfort.
    t  dental t. Found in English before [θ]: the word width is actually pronounced [wıtθ]. Also how t is pronounced in French.
    n  dental n; found in English before [θ] as in panther.
    ?  glottal stop; found in most dialects of American English (except in certain parts of the American south, such as Texas) as the pronunciation of t before syllabic n, i.e. button. Also stereotypical of British “Cockney” pronunciation bottle, coulda.
    r  flapped t in American English water.
Some other consonants found in European languages, for instance, are the following.

(11) $p^f$, $t^s$ voiceless labiodental and alveolar affricates found in German (<Pfanne> [p’ana] ‘pan’, <Zeit> [t’ait] ‘time’)

$\beta$ voiced bilabial fricative, found phonetically in Spanish

(<huevo> [weβo] ‘egg’)

$\gamma$ voiced velar fricative, found in Modern Greek ([aγapo] ‘love’) and Spanish (<fuego> [fweγo] ‘fire’)

Many consonants are only encountered in typically unfamiliar languages, such as retroflex consonants ($t$, etc.) found in Hindi, Tamil and Ekoti, or uvulars and pharyngeals such as $q$, $\chi$, $\hbar$ found in Arabic.

Consonant symbols are traditionally given in tabular form, treating the place of articulation where the major constriction occurs as one axis, and treating properties such as voicing, being a continuant, or nasality as the other axis. Eleven places of articulation for consonants are usually recognized: bilabial, labiodental, dental, alveolar, alveopalatal, retroflex, palatal, velar, uvular, pharyngeal and laryngeal, an arrangement which proceeds from the furthest forward to furthest back points of the vocal tract: see figure 9 of chapter 1 for anatomical landmarks. Manner of articulation refers to the way in which a consonant at a certain place of articulation is produced, indicating how airflow is controlled: the standard manners include stops, fricatives, nasals and affricates. A further property typically represented in these charts is whether the sound is voiced or voiceless. The following table of consonants illustrates some of the consonants found in various languages, organized along those lines.\(^1\)

(12) **Consonant symbols**

<table>
<thead>
<tr>
<th>Place of articulation</th>
<th>vcls stop</th>
<th>vcls fricative</th>
<th>vcd stop</th>
<th>vcd affricate</th>
<th>vcd fricative</th>
<th>nasal</th>
</tr>
</thead>
<tbody>
<tr>
<td>bilabial</td>
<td>$p^f$</td>
<td>$\varphi$</td>
<td>$b^\beta$</td>
<td>$\beta$</td>
<td>$m$</td>
<td></td>
</tr>
<tr>
<td>labiodental</td>
<td>$t^s$</td>
<td>$t^h$</td>
<td>$d^\delta$</td>
<td>$\delta$</td>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>dental</td>
<td>$s^t$</td>
<td>$\theta$</td>
<td>$d^\iota$</td>
<td>$\iota$</td>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>alveolar</td>
<td>$t^s$</td>
<td>$s$</td>
<td>$d^\zeta$</td>
<td>$\zeta$</td>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>alveopalatal</td>
<td>$c^\varsigma$</td>
<td>$\varsigma$</td>
<td>$j^\iota$</td>
<td>$\iota$</td>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>retroflex</td>
<td>$t^s$</td>
<td>$s$</td>
<td>$d^\zeta$</td>
<td>$\zeta$</td>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>palatal</td>
<td>$c^\varsigma$</td>
<td>$\varsigma$</td>
<td>$j^\iota$</td>
<td>$\iota$</td>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>velar</td>
<td>$k^x$</td>
<td>$x$</td>
<td>$g^\gamma$</td>
<td>$\gamma$</td>
<td>$\eta$</td>
<td></td>
</tr>
<tr>
<td>uvular</td>
<td>$q^x$</td>
<td>$\chi$</td>
<td>$g^\varsigma$, $G^\chi$</td>
<td>$\gamma$, $\eta$</td>
<td>$\eta$, $\tilde{N}$</td>
<td></td>
</tr>
<tr>
<td>pharyngeal</td>
<td>$h^\hbar$</td>
<td>$\hbar$</td>
<td>$\gamma$</td>
<td>$\gamma$</td>
<td>$\gamma$, $\eta$, $\eta$, $\tilde{N}$</td>
<td></td>
</tr>
<tr>
<td>laryngeal$\sim$</td>
<td>$?^h$</td>
<td>$h$</td>
<td>$\hbar$</td>
<td>$\gamma$</td>
<td>$\gamma$, $\eta$, $\eta$, $\tilde{N}$</td>
<td></td>
</tr>
</tbody>
</table>

\(^1\) Except for $\varsigma$, $j$, affricates are symbolized by combining the relevant stop and fricative component. Some theoretically expected affricates have not been observed and are placed in parentheses.
2.2.1 Place of articulation

The place of articulation of consonants is divided into primary place of articulation – something that every consonant has – and secondary place of articulation – something that some consonants may add to a primary place of articulation. We begin with primary place. Proceeding from the furthest-forward articulation (the top row of (12)) to the furthest-back articulation (the bottom row of (12)), the bilabial consonants such as \[ m \] have a constriction of both lips. This closure of the lips is not just a property of \[ m \], it is a defining characteristic of the whole bilabial row \[ p, p^\ddagger, \varphi, b, b^\ddagger, \beta \] and \[ m \]. A labiodental constriction as found in \[ f \] is formed with a constriction between the lower lip and the upper teeth.

Lingual consonants. The tip or blade of the tongue is the active (moveable) articulator in the production of many consonants, including dental, alveolar, alveopalatal, retroflex and palatal consonants. These consonants form a constriction involving the tongue and an appropriate place on the teeth, or hard or soft palate. The contact is with the teeth in the case of dentals, on the hard palate behind the teeth in the case of alveolars, behind the alveolar ridge in the case of alveopalatales and retroflex consonants, and with the blade of the tongue at the boundary between the hard and soft palate in the case of palatals. In many traditional organizations of segments, retroflex consonants are classified as a separate place of articulation from alveolars and alveopalatales. This traditional concept of "place of articulation" combines properties of both active (moveable) articulators and a passive articulator – the target towards which an active articulator moves. What unifies the various kinds of retroflex consonants across languages is not the specific location of the constriction on the hard palate, but rather the manner in which just the tongue tip approaches the palate.

![Lingual places of articulation](image)

The terminology used for “palatal” sounds may be particularly confusing. Alveopalatales (sometimes termed “palatoalveolars”) are exemplified by the English consonants \[ [\acute{s}, \acute{z}, \acute{\tilde{c}}, \acute{j}] \] (sheep, measure, watch, judge), and (“true”)
palatals are found in Norwegian kjøpe [kɔøːpe] ‘buy’ and German ich [ɪç] ‘I.’ The term “palatalized” refers to a secondary articulation (discussed below), but in some linguistic traditions such consonants may also be called “palatals.” In addition, alveopalatals may be palatalized or not: the Russian fricatives <твердые> [2 ʃ] are nonpalatalized whereas the affricate <фрик ativ> [ɕ] is a palatalized alveopalatal.

“Back” consonants. The body of the tongue can also be positioned in a number of places in the back of the vocal tract to form a constriction, so if the tongue is retracted and raised a velar consonant such as k (cool) is formed; if the tongue is retracted but not raised and thus approaches the uvula, a uvular such as ʗ is formed, and if the back of the tongue is retracted and lowered toward the pharynx, a pharyngeal such as ʕ is formed. Finally, a consonant can be formed with no constriction above the glottis, when the constriction is made with the vocal folds as in the case of the laryngeal consonants ʰ, ʔ.

Secondary articulations. Consonants may have more than one point of constriction: generally, one of these constrictions is the major (most radical) constriction and the other constrictions are less radical – more vowel-like in nature. The most common of these secondary constrictions are given in (13). Secondary articulations are notated by combining the appropriate symbol for the primary place with the symbol representing a kind of glide at the secondary place of articulation.

<table>
<thead>
<tr>
<th>Secondary articulation</th>
<th>Example language</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>(none) Russian</td>
</tr>
<tr>
<td>p'</td>
<td>palatalized</td>
</tr>
<tr>
<td>p'w</td>
<td>rounded</td>
</tr>
<tr>
<td>p'w, p'y, p'x, p</td>
<td>velarized</td>
</tr>
<tr>
<td>p'w, p'y, p'x, p</td>
<td>pharyngealized</td>
</tr>
<tr>
<td>p'w, p'y, p'x, p</td>
<td>rounded and fronted</td>
</tr>
</tbody>
</table>

Plain consonants are those produced with only a single, narrow constriction. Palatalized consonants are formed by combining the basic constriction of the consonant with a less radical vowel-like constriction of the kind that is found in the glide y or the vowel i; secondarily articulated consonants sound essentially like combinations of consonant plus a glide y, w. Rounded consonants analogously involve a protrusion of the lips (as do round vowels and the glide w). Velarized consonants are produced by combining the narrower primary articulation of a consonant with a raised, retracted tongue position which is similar to the back unrounded vowel [ʊ] or the velar fricative [ɣ], and pharyngealized consonants combine a consonantal constriction with a retracted and lowered tongue position, appropriate for a pharyngeal consonant such as [ʕ]. Rounding of the
lips and fronting of the tongue can be combined simultaneously in a secondary articulation, e.g. [tʰ].

**Consonants formed with two major constrictions.** In a number of languages of Africa (Yoruba, Nupe, Konni, Kuku and others), as well as some languages of New Guinea (Amele), there are consonants typically transcribed as *kp, gb, gm*, which are phonologically single consonants produced with two (virtually) simultaneous complete constrictions, one at the lips and the other formed by raising the body of the tongue to the soft palate, as in the production of a velar. Occasionally, to make clear that this is a single consonant, a “tie” character is written over the two components, viz. *kp̡, gb̡*. This would be especially necessary in a language like Eggon, which phonetically distinguishes the consonant cluster *k+p, g+b* from single consonants with simultaneous labial and velar constrictions, for example *[kpu] ‘die’ with a single consonant at the beginning versus *[kpu] ‘kneel’ with a cluster; *[gba] ‘divide’ with a labiovelar, and *[gba] ‘divide’ with a cluster of a velar followed by a labial.

If consonants can be formed by simultaneously combining both complete labial and velar constrictions, one would reasonably expect there to exist other such consonants with lingual and velar constrictions, or lingual and labial constrictions. In fact, clicks such as lateral [ǁ], alveolar [ǁ], palatoalveolar [ǂ] or dental [ǁ] which are found in Khoisan languages such as !Xõo and Khoekhoe (Namibia) or Southern Bantu languages such as Zulu and Xhosa (South Africa) are exactly such lingual-velar consonants. These consonants are formed by raising the back of the tongue to form a constriction at the velar place of articulation, and raising the tip or blade of the tongue to make an appropriate constriction on the palate. The middle of the tongue is lowered, creating a vacuum. When the lingual constriction is released, a very loud noise results, which is the typical sound of a click. Finally, lingual-labial consonants, i.e. *tp*, which involve simultaneous complete constrictions with the tongue and lips, are found in the New Guinean language Yeletnye.

### 2.2.2 Manner of articulation

**Stops, fricatives and affricates.** Largely independent of the place where a consonant’s constriction is formed, the manner in which the constriction is formed can be manipulated in various ways. If a constriction is formed which completely blocks the flow of air, the resulting sound, such as *t*, is called a **stop**. A consonant can also be produced by forming a narrow constriction which still allows air to pass through the vocal tract, resulting in noise at the constriction, and such consonants, for example *s* and *v*, are called **fricatives**. A combination of complete constriction followed by a period of partial constriction is termed an **affricate**, as in ĉ. From a phonetic perspective, such consonants can generally be thought of as a sequence of a stop plus a fricative at the same place of articulation (a *homorganic* sequence). From a phonological perspective, they function as single-stop consonants, and are considered to be a particular kind of stop consonant, one with an affricated release. Even from a phonetic perspective, the
The characterization of affricates as a sequence of stop plus fricative is not completely adequate, since there are cases where there is a phonetic difference between stop plus fricative, versus affricate. The most well-known case of this type is Polish, which contrasts the affricate [ɕ] versus the stop-plus-fricative sequence [tʃ] in the words [ɕi] ‘whether’ versus [tʃi] ‘three’.

**Liquids, glides and approximants.** Additionally, languages typically have some kind of **liquid** consonants, a class of consonants involving the blade or tip of the tongue in their production. The typical examples of liquids are [r] and [l]. The symbol [r] is generally used to refer to “trilled r” as found in Italian. The variety of r used in American English is, phonetically speaking, a glide or approximant, which is a segment involving very little constriction in the vocal tract, and would be transcribed as [ɹ]. Some languages also have a type of r which is produced by quickly tapping the tongue against the alveolar ridge: this flapped r would be transcribed as [ɾ]. English actually has this segment, which is a phonetic variant of [t] and [d] in words such as *motto* which is phonetically [mɔɾəʊ]. The flapped variant of [t, d] is also often transcribed as [ɔ]. The uvular r found in French, German, and the Bergen dialect of Norwegian is transcribed as [ʁ]. Vowels, liquids, glides and nasals are usually grouped together as **sonorants**.

Chapter 6 discusses the physical basis for that grouping.

**Laterals.** Consonants produced with the blade of the tongue may be produced in such a way that air flows over the sides of the teeth, and such consonants are referred to as **lateral**s. English l is an archetypical example of a lateral; languages can have lateral fricatives such as voiceless [ɬ] (also transcribed [ʎ]) which appears in Welsh, Lushootseed, Zulu and Xhosa, and voiced [ɮ] found in Zulu and Xhosa, affricates such as [ɬtʃ] (also transcribed [tʃ]) found in many languages of the Pacific Northwest, and lateral clicks such as [ɬ].

**Nasalization.** There are other phonetic properties which relate to the manner in which consonants are produced, apart from the location of the constriction. One such modification, which we have already considered since it is applicable to vowels, is nasalization. Consonants such as [m, n, ꞏ, ꞑ] are the archetypical nasals; however, one can produce other nasal consonants (or “nasalized” consonants) by lowering the velum during the production of the consonant. Such nasalized consonants are rare, due to the fact that it is quite difficult to distinguish them from their oral counterparts, but nasalized versions of fricatives and approximants such as [h], [β], [v], [ɣ], [ɾ], [ɹ] do exist in the world’s languages. Nasalized fricatives are extremely rare, but the fricative [v] is attested in the Angolan Bantu language Umbundu (Schadeberg 1982), and voiceless nasal fricatives are found in Coatzoapan Mixtec of Mexico (Gerfen 1999). It is also claimed that various languages have “prenasalized” consonants, transcribed mb, nd, ng, but it is controversial whether these are truly single segments, and not just clusters of nasal plus consonant, i.e. mb, nd, ng.
2.2.3 Laryngeal properties

Different actions of the larynx result in a considerable number of consonantal distinctions. The following examples illustrate the major consonant differences which are due to the action of the larynx.

(14)  p  t  k  unaspirated voiceless
      b  d  g  unaspirated voiced
      pʰ  tʰ  kʰ  aspirated voiceless
      bʰ−bʱ−bʱ  dʰ−dʱ−dʱ  gʰ−gʱ−gʱ  aspirated voiced
      pʰ  tʰ  kʰ  ejective
      bʱ  dʱ  gʱ  implosive

Voiced stops are produced with vibration of the vocal folds during their production, whereas voiceless stops are produced with no such vocal fold vibration. Voiceless aspirated stops differ from voiceless unaspirated stops by the presence, in aspirated stops, of a significant delay between the moment when the constriction for the consonant is released and the moment when voicing begins. Such sounds are typically perceived as having a “puff of air” at their release, due to the high volume of air flow during their production. Voiced aspirated consonants, on the other hand, maintain vocal fold vibration, but also are produced with spread vocal folds, resulting in high air flow and a “murmured” quality. Implosives and ejectives are produced by one basic glottal gesture, but they are differentiated in terms of supplementary laryngeal actions. In the case of ejectives, the glottis is first constricted, then the larynx is raised resulting in high pressure in the vocal tract behind the main consonantal constriction; when that constriction is released, a loud high-pitched popping sound results. In the case of implosives, the glottis is also constricted, but is then lowered resulting in a vacuum within the oral cavity. When the constriction is released, a dull, lower-pitched resonance results.

A final property of stop consonants, partially related to laryngeal activity, is the property of release. In some languages, stop consonants in certain positions (before other consonants or at the end of a word) are produced without audibly releasing the consonantal constriction. This property of consonants is notated with the symbol [’]. In American English, voiceless consonants, especially t, are often unreleased at the end of the word, and thus hit may be realized phonetically as [hɪt’]. This generally involves cutting off the flow of air at the glottis during or somewhat before the time when the consonant closure is made. When pronounced with release, as [hɪt], there is a brief burst of noise as the consonant constriction is released and air begins to flow again, which sounds like aspiration.

2.2.4 Syllabicity

A further phonetic property of consonants that may be transcribed is whether the consonant is syllabic. There is a phonetic difference between the n of American English cotton and that of con: the n of cotton is syllabic, whereas the n of con is nonsyllabic. A syllabic consonant is indicated by placing a vertical tick under the consonant, so cotton is transcribed [kaʔn] and con is transcribed [kan]. There is no simple definition of “syllabic
consonant” versus “nonsyllabic consonant,” save that a syllabic consonant forms the peak of a syllable and a nonsyllabic consonant does not. Given that *cotton* has two syllables, and taking it for the moment to be a principle that every syllable has a peak, then *n* must be the peak of the second syllable in *cotton*. The main phonetic correlate of the distinction between syllabic and nonsyllabic consonant is duration, where syllabic consonants are generally longer than their nonsyllabic counterparts. Especially in tone languages, syllabic consonants can have distinctive tone, for example Hehe (Tanzania) [ŋdage] ‘chase me’.

Because the concept “syllabic consonant” depends on the notion “syllable,” we also need to consider the syllable itself, and how to indicate it in a transcription. It is generally agreed that in English, the words *spring*, *sixths* and *Mike* have one syllable, and *osprey*, *happy* and *allow* have two. The syllable is made up of a contiguous sequence of segments, so the main issue regarding syllables is where the syllable begins and ends. The conventional symbol for marking the beginning and end of a syllable is a period, which can be unambiguously assigned in the monosyllabic words [ˌsprɪŋ], [ˌsɪksəʊs] and [ˌmæk]. There is also no problem in deciding where the syllable breaks are in [ˌə.ˈlɛw]. However, in dealing with words having certain clusters of consonants or certain stress patterns, the question becomes more complicated. It would be reasonable to transcribe *osprey* either as [ˌɑs.pri.] or [ˌɑ.spri.] (whereas ”[ˌɑsp.rι.] would almost certainly be wrong for any speaker of English), and research on the organization of syllables has in fact proposed both [ˌhæ.pi.] and [ˌhɛp.i.] as transcriptions for the word *happy*. Determining syllable boundaries is thus not trivial.

A number of sonorant consonants of English can be syllabic: [baɪl] ‘bottle’, [frɪ] ‘fur’, [lesŋ] ‘lesson.’ There is even a special phonetic symbol for syllabic [r], written either as [ʃ] or [r]. Syllabic sonorants also exist in other languages, such as Sanskrit, Serbo-Croatian, and many African languages. Generally, one finds syllabic sonorants only between consonants, or between a consonant and the beginning or end of a word. Thus in English, final [r] is nonsyllabic when it is preceded by a vowel, as in [kær] ‘car,’ and syllabic when preceded by a consonant, as in [kær] ‘copper.’ One can almost completely predict the difference between syllabic and nonsyllabic sonorant in English from surrounding segments. However, in normal speech American English [tɛrəɪn] *terrain* is pronounced as [tɛrɪn] distinct from *train* which is [tɹɛn], and [pɔləɪt] *polite* is pronounced as [plɛɪt] which is different from [plɛɪt] *plight*. Still, the syllabic consonants can be predicted by a rule in English. In some languages this is not possible: in Serbo-Croatian the word *groze* ‘fear (genitive)’ has a nonsyllabic [r] before a vowel and *groce* ‘little throat; larynx’ has syllabic [r] in the same context. In Swahili, the word [mbuni] ‘ostrich’ has a nonsyllabic [m], and [mˌbuni] ‘coffee plant’ has a syllabic [m] in the same position.

### 2.2.5 Symmetry in consonants

There would be gaps in an otherwise symmetrical universal table of consonants, were we to list all of the consonants found in human languages. In some instances, the gap reflects physiological impossibility, such as the fact that one cannot produce a nasal pharyngeal, analogous to velar nasal [ŋ]
but at a pharyngeal place of articulation. A nasal involves making a complete obstruction at a given point of articulation and also requires air to flow through the velum. In order to make a pharyngeal nasal, it would be necessary to make a complete constriction at the pharynx. But since the pharynx lies below the velum, no air can flow through the nasal passages if the pharynx is totally constricted. However, a nasalized pharyngeal continuant, i.e. the consonant [ʕ] produced with simultaneous nasal airflow, would not be a physical impossibility, since that consonant does not require complete constriction of the pharynx. In other cases, the gap indicates that no such sound has been found, but there is no immutable physical reason for such a sound not to exist. Thus bilabial affricates do not seem to be attested, nor do plain nonaffricated alveopalatal stops, nor do nasalized pharyngeal fricatives. Similarly, while pharyngealized consonants exist, and rounded consonants exist, there are apparently no cases of consonants which are both rounded and pharyngealized, though such segments are not logically impossible. These lacunae may be an indication of a deeper constraint on sound systems; however, it is also possible that these segments do exist in some language which has not been studied yet, since there are many languages in the world which remain uninvestigated.

### 2.3 IPA symbols

The main difference between the preceding system of transcription and the International Phonetic Alphabet (IPA) lies in differences in the symbols used to transcribe vowels. The IPA system for transcribing vowels can be described in terms of the following chart (when vowels are presented in pairs, the first vowel in the pair is unrounded and the second is rounded).

![Vowel Chart](image)

The most important differences between the vowels of the two systems are the following.

<table>
<thead>
<tr>
<th>IPA</th>
<th>APA</th>
</tr>
</thead>
<tbody>
<tr>
<td>ø</td>
<td>ö</td>
</tr>
<tr>
<td>œ</td>
<td>œ or ɔ</td>
</tr>
<tr>
<td>γ</td>
<td>ü</td>
</tr>
<tr>
<td>ൽ</td>
<td>੾</td>
</tr>
</tbody>
</table>

mid front rounded vowel
open-mid front rounded vowel
lax front rounded vowel
front round vowel
In the American tradition, fewer vowel distinctions are generally made, so where IPA treats the members of the following sets as different vowels, APA usage tends to treat these as notational variants of a single vowel. If a distinction needs to be made in some language between nonback unrounded vowels or low vowels, the appropriate IPA symbol will be called upon. APA usage tends to treat [ɯ], [i̯] and [ï] as graphic variants, whereas in IPA they have distinct interpretations.

(17) ɯ = high back unrounded
     i = high central unrounded
     i̯ = high centralized unrounded (between i and i)

Where IPA systematically distinguishes the use of the symbols [æ a u ʊ], APA usage typically only distinguishes front [æ] and nonfront [a].

(18)  æ = not fully open front unrounded
     a = low front unrounded
     u = not fully open central unrounded
     ʊ = low back unrounded
     n = low back rounded vowel
     (usually all of these are represented as [a] in American usage except for [æ] which represents front low unrounded vowels)

Another more significant difference between the two systems is the difference in terminology for classifying vowels: note that a three-way division into high, mid and low vowels is assumed in the American system, with subdivisions into tense and lax sets, whereas in the IPA, a basic four-way division into close, close-mid, open-mid and open vowels is adopted, where the distinction between close-mid [e] and open-mid [ɛ] is treated as being on a par with the distinction between high [i] and close-mid [ɛ]. High lax vowels are not treated as having a distinct descriptive category, but are treated as being variants within the category of high vowels.

IPA consonant symbols. The following IPA symbols, which are the most important differences between IPA and APA symbols for consonants, should be noted:

(19)  IPA             APA
     j             y             palatal glide
     ɥ             w             front rounded glide
     dʒ             j             voiced alveopalatal affricate;
     <j> is also used
     tʃ             č             voiceless alveopalatal affricate
     f             ʂ             voiceless alveopalatal fricative
     ʒ             ž             voiced alveopalatal fricative
     n             ň             palatal nasal
     ş, ẓ, t, l, ɳ, ɭ, ţ, ɾ, ŋ, d, ʈ, ɾ, D             retroflex s, z, r, l, n, d, t
     voiced alveolar flap
This represents the current IPA standard. The IPA has developed over a period of more than a hundred years, and has been subject to numerous revisions. For example, in the 1900 version of the IPA, the symbols <ü ï ö ë ɔ ø> indicated central vowels, as opposed to their contemporary counterparts <u i o a e> (the diacritic [¨] is still used to represent a vowel variant that is closer to the center). The letters [f] and [v] were used for the voiceless and voiced bilabial fricatives, in contrast to contemporary [f] and [β] (or [φ] and [β], using the officially sanctioned letter shapes). In the 1914 version, the fricative trill (found in Czech) was transcribed as [r], in 1947 this was replaced with [ɾ], and in contemporary usage, [ɾ] is used. The high lax vowels have been transcribed with the symbols <ι, ι> and <υ, υ> in the history of the IPA. In reading older works with phonetic transcriptions, the student may thus encounter unfamiliar symbols or unfamiliar uses of familiar symbols. The best solution to uncertainty regarding symbols is to consult a reference source such as Pullum and Ladusaw 1986.

2.4 Illustrations with English transcription

To further illustrate these symbols, we consider the transcription of some words of English, using a broad phonetic transcription, that is, one which does not include a lot of predictable phonetic detail - the issue of predictable features of speech will be taken up in more detail in subsequent chapters. Consider first the transcription of the words [kast] cut, [siys] cease and [stık] sick. These examples show that phonetic [s] may be spelled in a number of ways, and that the letter <c> in spelling may have a number of phonetic realizations. The example [baks] box further makes the point that one has to be careful of not inadvertently importing English orthography into phonetic transcriptions. A transcription such as [bax] might be appropriate for the name of the composer Bach (since many people do pronounce the name with a velar fricative, as it is pronounced in German), but otherwise (barring careful transcriptions of casual speech where k is actually pronounced as the fricative [x] in some contexts), [x] does not occur in (standard American) English – it would be appropriate for transcribing Scots Loch [lɔx].

Examples like [sɪŋ] sing, [sɪŋɡyələ] singular, [ʌŋgluwd] ungled, [ʃɪŋk] sink and [dɪŋi] dinghy show that <ng> may represent a single segment [ŋ] or a sequence [ŋg] or [ng], and that [ŋ] need not be spelled <ng>. In the word [fəʊnədək] phonetic, there may be some temptation to transcribe the word with the full vowel [ə] in the first syllable. This is (almost always) a spelling pronunciation – the first unstressed vowel is pronounced as schwa ([ə]) in American English.
The vowel [e] in words such as same in English is noticeably different from the pronunciation of [e] in French, Spanish, Italian, or German. In English, the “pure” vowels [e], [o], [i] and [u] do not exist by themselves, and are always combined with a glide of similar phonetic quality, forming what is referred to as a diphthong. Thus the transcriptions [seym] same, [town] tone, [tiym] team and [tawn] tune are more phonetically accurate characterizations of the pronunciations of these words. These diphthongs are sometimes also written as [ei], [ou], or [ei], [ou]. The glide element is also frequently omitted, since it can be predicted by a rule, and thus these words might also be transcribed as [sem], [ton], [tim], and [tun]. However, in [tawn] (or [tawm], depending on which dialect you speak) town, [taym] time and [toyl] toil, the glide element of the diphthong is not predictable by rule and must be included in any transcription.

In the words [riyDıŋ] reading and [skeyDıŋ] skating, both orthographic <t> and <d> are pronounced the same, with the flap [ɾ]. Some dialects of English maintain a phonetic difference between riding and writing, either via a difference in vowel length ([rAYDıŋ] riding vs. [rAYDıŋ] writing) and/or by a vowel quality difference ([rAYDıŋ] riding vs. [rAYDıŋ] writing).

The word [hərt] hurt has a “vowel” – a syllable peak – which is essentially equivalent to the consonant [r]. Sonorant consonants can function as vowels, thus this “vowel” is referred to as “syllabic r,” as indicated by a tick under the consonant. The IPA provides a separate symbol for this particular sound: [ɹ]. Similarly, English has syllabic [l] as in [pəl] padle, syllabic [n] as in [bəʔn] button, and syllabic [m] as in [skizm] schism (which have no separate IPA symbols). Sometimes the syllabic sonorants are transcribed as the combination of schwa plus a consonant, as in [hərt], [pədəl], [bəʔən] and [skizəm]. It is possible that there are some dialects of English where these words are actually pronounced with a real schwa followed by a sonorant, but in most dialects of American English, they are not pronounced in this way (this is particularly clear if you compare the pronunciation of such English words with that of other languages which do have clear phonetic [ən], [ər] sequences). In addition, as we will discover when we discuss the rule for glottal stop in English, the presence of glottal stop in [bəʔn] can only be explained if there is no schwa before the sonorant.

**Summary**

Because phonology views speech sounds symbolically, knowledge of the system of symbols for representing speech is a prerequisite to doing a phonological analysis. It is also vital to know the phonetic parameters for describing the sounds of human languages which have been presented here. The main characteristics of vowels involve fronting of the tongue (front, central and back), rounding, and vowel height (high, mid and low, with tense and lax variants of high and mid vowels). Other properties of vowels include stress, tone (including downstep and upstep) and the phonation types creaky and breathy voice. Primary consonantal places of articulation include bilabial, labiodental, dental, alveolar, alveopalatal, retroflex, palatal, velar, uvular, pharyngeal and laryngeal. These may be supplemented...
by vowel-like secondary articulations including palatalization, velarization, pharyngealization and rounding. Consonants may be produced with a number of constriction and release types, and may be stops, fricatives or nasals, and stop consonants may be unreleased or released, the latter type allowing plain versus affricate release. Differences in the laryngeal component for consonants include voicing and aspiration, and the distinction between ejectives and implosives. Vowels and consonants may also exploit differences in nasalization and length.

### Appendix 1: Phonetic symbols (APA)

#### Vowels

<table>
<thead>
<tr>
<th>Front unrounded</th>
<th>Central unrounded</th>
<th>Back unrounded</th>
</tr>
</thead>
<tbody>
<tr>
<td>tense</td>
<td>lax</td>
<td>tense</td>
</tr>
<tr>
<td>i</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ù</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ø</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ä</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ø</td>
<td></td>
<td></td>
</tr>
<tr>
<td>æ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Vowel diacritics

- ä nasalized  
- a: creaky  
- æ primary stress  
- à superhigh tone  
- å superlow tone  

#### Consonants

<table>
<thead>
<tr>
<th></th>
<th>vcls</th>
<th>vcls</th>
<th>vcls</th>
<th>vcd</th>
<th>vcd</th>
<th>vcd</th>
<th>nasal</th>
</tr>
</thead>
<tbody>
<tr>
<td>stop</td>
<td>affricate</td>
<td>fricative</td>
<td>stop</td>
<td>affricate</td>
<td>fricative</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bilabial</td>
<td>p</td>
<td>(pʰ)</td>
<td>φ</td>
<td>b</td>
<td>(bʰ)</td>
<td>β</td>
<td>m</td>
</tr>
<tr>
<td>labiodental</td>
<td>pʰ</td>
<td>f</td>
<td>bʰ</td>
<td>v</td>
<td>m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>dental</td>
<td>t</td>
<td>(tʰ)</td>
<td>θ</td>
<td>d</td>
<td>(dʰ)</td>
<td>ð</td>
<td>η</td>
</tr>
<tr>
<td>alveolar</td>
<td>t</td>
<td>tʰ</td>
<td>s</td>
<td>d</td>
<td>dʰ</td>
<td>z</td>
<td>n</td>
</tr>
<tr>
<td>alveopalatal</td>
<td>c</td>
<td>(cʰ)</td>
<td>ċ</td>
<td>ķ</td>
<td>kʰ</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>retroflex</td>
<td>t</td>
<td>tʰ</td>
<td>s</td>
<td>d</td>
<td>(dʰ)</td>
<td>z</td>
<td>η</td>
</tr>
<tr>
<td>palatal</td>
<td>c</td>
<td>(cʰ)</td>
<td>ċ</td>
<td>ķ</td>
<td>kʰ</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>velar</td>
<td>k</td>
<td>kʰ</td>
<td>x</td>
<td>g</td>
<td>gʰ</td>
<td>γ</td>
<td>η</td>
</tr>
<tr>
<td>uvular</td>
<td>q</td>
<td>qʰ</td>
<td>x</td>
<td>G</td>
<td>Gʰ</td>
<td>γ</td>
<td>ŋ, N</td>
</tr>
<tr>
<td>pharyngeal</td>
<td>h</td>
<td></td>
<td>ɬ</td>
<td>G</td>
<td>Gʰ</td>
<td>γ</td>
<td>η, N</td>
</tr>
<tr>
<td>laryngeal</td>
<td>ʔ</td>
<td>h</td>
<td>ɦ</td>
<td>ɭ</td>
<td>ɭ</td>
<td>ɦ</td>
<td>fi</td>
</tr>
</tbody>
</table>
clicks: ◊ labial || dental
\| lateral \| alveolar
≠ postalveolar

implosives: b d g

liquids: r trill or tap | r, d flap | l approximant
\{ voiceless lateral | h voiced lateral | l lateral
spirant spirant approximant
λ palatal lateral λ lateral affricate

glides: w labiovelar y palatal w labiopalatal

Consonant diacritics

pʰ palatalized pʰ rounded
pʰə velarized pʰ pharyngealized
pʰ rounded and fronted t̚ retroflex
pʰ吸入 aspirated voiceless bʰ̴bʰ̴ aspirated voiced
pʰ ejective pʰ unreleased
m syllablic m voiceless

Appendix 2: IPA symbols

Vowels

Consonants

<table>
<thead>
<tr>
<th>Place</th>
<th>Bilabial</th>
<th>Labiodental</th>
<th>Dental</th>
<th>Alveolar</th>
<th>Postalveolar</th>
<th>Retrolateral</th>
<th>Palatal</th>
<th>Velar</th>
<th>Uvular</th>
<th>Pharyngeal</th>
<th>Glottal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plene</td>
<td>p b</td>
<td>t d</td>
<td>t̚ d</td>
<td>c j k g q g</td>
<td>?</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nasal</td>
<td>m n̥</td>
<td>n n̥</td>
<td>n̥ n̥</td>
<td>n̥ n̥</td>
<td>n̥ N</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trill</td>
<td>B r̥</td>
<td>r̥ r̥</td>
<td>r̥ R̥</td>
<td>R̥</td>
<td>R̥</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tap or Flap</td>
<td>ɹ r̥</td>
<td>r̥ r̥</td>
<td>r̥ R̥</td>
<td>R̥</td>
<td>R̥</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plosive</td>
<td>φ β f v</td>
<td>θ δ s z</td>
<td>z j x y</td>
<td>χ k h ŋ</td>
<td>n̥ n̥ n̥ n̥</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral</td>
<td></td>
<td>i h</td>
<td>i h</td>
<td>i h</td>
<td>i h</td>
<td>i h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Approximant</td>
<td>u j l</td>
<td>j l j l j l</td>
<td>l l</td>
<td>l l</td>
<td>l l</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lateral</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Where symbols appear in pairs, the one to the right represents a voiced consonant. Shaded areas denote articulations judged impossible.
Exercises

1. Give the phonetic symbols for the following segments:

- voiceless alveopalatal affricate
- voiceless dental fricative
- front lax high unrounded vowel
- central mid lax unrounded vowel
- voiced velar fricative
- front unrounded low vowel
- voiced dental fricative
- high front rounded tense vowel
- front mid lax unrounded vowel
- voiced alveolar stop
- voiceless laryngeal fricative

2. Give words in English containing the following sounds:

(a) /j
(b) /tʃ
(c) /ŋ
(d) /ʃ
(e) /θ
(f) /ɛ

3. Transcribe the following words phonetically. If you are a fluent first-language speaker of English, represent your own pronunciation. Otherwise, use the pronunciation of someone else who is a fluent first-language speaker of English.

push alphabet collapse
punish Jurassic salmonella
diphthong women flood

4. From the following pairs of symbols, select the symbol which matches the articulatory description.

- ɯ: high central unrounded vowel
- a: creaky [a]
- G: voiced uvular stop
- i: lax front high vowel
- ŋ: glottal stop
- œ: low front round vowel
- θ: dental affricate
- Ž: alveopalatal fricative
- á: low-toned [a]

5. Provide the phonetic symbols for the following sounds.

- voiced bilabial fricative
- high back unrounded vowel
- voiceless uvular ejective stop
- front round mid oral tense vowel
- voiceless labiodental fricative
- rounded voiceless dental stop
- low front unrounded vowel
- alveolar nasal
- voiced retroflex stop
- voiced pharyngeal fricative
- voiceless alveolar stop
- back low unrounded vowel
6. Provide the articulatory description of the following segments (assume the Americanist system of transcription in cases where the symbol is ambiguous between the two systems). Example:

i. θ voiceless interdental fricative

ii. ɔ

iii. a

iv. a

v. m

vi. d

vii. u

viii. ū

ix. æ

x. æ

xi. tʰ

xii. ć

xiii. ʒ

xiv. j

xv. kˣ

xvi. x

xvii. i

xviii. f

xix. bʷ

xx. gʷ

xxi. gʲ

xxii. ʔ

7. Transcribe the following English words phonetically.

listen [ ] pleasure [ ]
unique [ ] who [ ]
attack [ ] geriatric [ ]
significant [ ] sample [ ]
contagious [ ] journal [ ]
resident [ ] philosophy [ ]
pile [ ] resign [ ]
attic [ ] punishment [ ]

Further reading
International Phonetic Association 1999; Ladefoged and Maddieson 1996; Ladefoged 2001a, b; Pike 1947; Pullum and Ladusaw 1986; Smalley 1964.
This chapter begins the analysis of phonological processes. You will:

- learn of predictable variants of basic sounds in English
- learn about the concepts “phoneme” and “allophone”
- discover that similar relations between sounds exist in other languages
- begin to learn the general technique for inducing phonological rules from data that come from a language which you do not know
- be introduced to the formalization of phonological rules
While a phonetically accurate representation of pronunciation is useful to phonology, the focus of phonology is not transcription of words, but is rather the mental rules which govern the pronunciation of words in a given language. Certain facts about pronunciation simply cannot be predicted by rule, for example that in English the word *sick* is pronounced [sɪk] and *sip* is pronounced [sɪp]. Hence one fundamental component of a language is a lexicon, a list of words (or morphemes – parts of words), which must provide any information which cannot be predicted by rules of the language. However, much about the pronunciation of words can be predicted. For example, in the word *tick* the initial voiceless consonant *t* is phonetically aspirated, and is phonetically transcribed [tʰɪk]. This aspiration can be demonstrated visually by dangling a tissue in front of the mouth when saying the word: notice that when you pronounce *t*, the tissue is blown forward. In comparison, *t* in the word *stick* is not aspirated (thus, the tissue is not blown forward), so this word is transcribed as [stɪk]. This fact can be predicted by rule, and we now consider how this is done.

### 3.1 English consonantal allophones

While the physical difference between *t* and *tʰ* in English is just as real as the difference between *t* and *d*, there is a fundamental linguistic difference between these two relationships. The selection of *t* versus *d* may constitute the sole difference between many different words in English: such words, where two words are differentiated exclusively by a choice between one of two segments, are referred to as **minimal pairs**.

<table>
<thead>
<tr>
<th>(1)</th>
<th>[d]</th>
<th>[t]</th>
<th>[d]</th>
<th>[t]</th>
</tr>
</thead>
<tbody>
<tr>
<td>dire</td>
<td>tire</td>
<td>do</td>
<td>two</td>
<td></td>
</tr>
<tr>
<td>Dick</td>
<td>tick</td>
<td>had</td>
<td>hat</td>
<td></td>
</tr>
<tr>
<td>said</td>
<td>set</td>
<td>bend</td>
<td>bent</td>
<td></td>
</tr>
</tbody>
</table>

The difference between [t] and [d] is **contrastive** (also termed **distinctive**) in English, since this difference – voicing – forms the sole basis for distinguishing different words (and thus, [t] and [d] **contrast**).

The choice of a voiceless aspirated stop such as [tʰ] versus a voiceless unaspirated stop such as [t], on the other hand, never defines the sole basis for differentiating words in English. The occurrence of [t] versus [tʰ] (also [k] versus [kʰ], and [p] versus [pʰ]) follows a rule that aspirated stops are used in one phonological context, and unaspirated stops are used in all other contexts. In English, [t] and [tʰ] are predictable variants of a single abstract segment, a **phoneme**, which we represent as /t/. Predictable variants are termed **allophones** – the sounds are in **complementary distribution** because the context where one variant appears is the complement of the context where the other sound appears. As we have emphasized, one concern of phonology is determining valid relations between surface phonetic segments and the abstract mental constructs, the phonemes, which represent the unity behind observed [t]–[tʰ] etc. The implicit claim is that despite physical differences, [t] and [tʰ] (also [k] and
[kʰ], [p] and [pʰ]) are in a fundamental sense “the same thing”: reducing physically realized [tʰ kʰ pʰ] to /t k p/ and supplying the information “realised as [t] vs. [tʰ]” recognizes these regularities.

### 3.1.1 Aspiration

We will turn our attention to rules of pronunciation in English, starting with aspiration, to see what some of these regularities are. In the first set of words below, the phonemes /p, t, k/ are aspirated whereas they are not aspirated in the second set of words.

(2) **Aspirated stops**

<table>
<thead>
<tr>
<th>Word</th>
<th>Phoneme</th>
</tr>
</thead>
<tbody>
<tr>
<td>pool</td>
<td>[pʰuwl]</td>
</tr>
<tr>
<td>pit</td>
<td>[pʰt]</td>
</tr>
<tr>
<td>apply</td>
<td>[ɒpʰlay]</td>
</tr>
<tr>
<td>prawn</td>
<td>[pʰran]</td>
</tr>
<tr>
<td>play</td>
<td>[pʰley]</td>
</tr>
<tr>
<td>puce</td>
<td>[pʰyuws]</td>
</tr>
</tbody>
</table>

(3) **Unaspirated stops**

<table>
<thead>
<tr>
<th>Word</th>
<th>Phoneme</th>
</tr>
</thead>
<tbody>
<tr>
<td>spool</td>
<td>[spuwl]</td>
</tr>
<tr>
<td>spit</td>
<td>[spit]</td>
</tr>
<tr>
<td>sap</td>
<td>[sæp]</td>
</tr>
<tr>
<td>spray</td>
<td>[sprey]</td>
</tr>
<tr>
<td>split</td>
<td>[spлит]</td>
</tr>
<tr>
<td>spew</td>
<td>[spyuw]</td>
</tr>
</tbody>
</table>

The selection of an aspirated versus an unaspirated voiceless stop is determined by the context in which the stop appears. Aspirated stops appear at the beginning of a word, whereas unaspirated stops appear after [s]; aspirated stops appear before a vowel or a sonorant consonant, whereas unaspirated stops appear at the end of a word. This collection of contexts can be expressed succinctly by referring to the position of the consonant in the syllable: aspirated stops appear at the beginning of the syllable and unaspirated stops appear elsewhere.

We assume that the voiceless stops are basically unaspirated in English, and explain where aspirated segments appear by having a rule that assigns aspiration to voiceless stops, when the stop is at the beginning of the syllable: the rule can be stated as “voiceless stops become aspirated at the beginning of a syllable.” We don’t need a second special rule to derive unaspirated stops in other environments, because that follows directly from our assumption that the basic or underlying form of the voiceless stops in English is unaspirated, and they will therefore be pronounced as such unless they are specifically changed by a rule. We investigate the idea of underlying representations in greater detail in chapter 4.

Actually, the issue of aspiration in English is a bit more complex. Notice that in the following words, [p], [t] and [k] in the middle of the word are not aspirated, even though the consonant is between vowels or syllabic
sonorants – between syllable peaks – and therefore is presumably at the beginning of a syllable.

(4) hapiy happy kʰɛmpuŋ camping hάpuŋ helping likiy lucky sákɾ sucker sáltiy salty

Compare these words with seemingly analogous words where there is aspiration on the stop between vowels, such as [ətʰék] attack, [akʰyúmmyəlεyt] accumulate, [lɛytʰɛks] latex, [apʰɛndiks] appendix. The important difference in these words is the location of stress. In all of the words in (4), where a voiceless consonant is not aspirated in syllable-initial position, the consonant is followed by an unstressed vowel. In other words, these data force us to refine our statement of the rule for assignment of aspiration, to be “voiceless stops become aspirated at the beginning of a stressed syllablea.”

Alternations involving aspiration. The dependence of aspiration on the location of stress leads to discovering further evidence for an aspiration rule. Certain word-formation processes in English change the location of stress, for example in ‘atom’ the stress is on the first syllable of the root and in the related adjective ‘atomic’ the stress is on the second syllable. The pairs of words in (5) further illustrate the property of stress shifting, where the verbs on the left have stress on the second syllable of the root but the nouns derived from these verbs on the right have no stress on the second syllable.

(5) [apʰlай] apply [âpləkʰɛyʃə] application
    [sapʰəwз] suppose [səpəziʃə] supposition
    [a⁵kwáyr] acquire [əkwəziʃə] acquisition

As predicted by our rule for aspiration, the phonetic presence or absence of aspiration on the medial stop of the root may alternate within a given root, according to where the stress appears in the root.

Another set of examples involves the word-formation process adding -ee to a verb, to form a noun referring to the direct object of the action. That suffix must be stressed, unlike the subject-nominalization suffix -er.

(6) Verb Subject noun Object noun
    [grɛnt] [grɛntɾ] [grɛntʰi] grant
    [ʃɨft] [ʃɨftɾ] [ʃɨftʰi] shift
    [hɛlp] [hɛlpɾ] [hɛlpʰi] help
    [ɛ⁵wək] [ɛ⁵wəkɾ] [ɛ⁵wəkʰi] choke
    [stráyk] [stráykɾ] [stráykʰi] strike
    [atʰék] [atʰékɾ] [atʰékʰi] attack

Again, as our rule predicts, when the stress shifts to the suffix vowel, the pronunciation of the preceding consonant changes to become aspirated.
Pronunciation of novel utterances. Not only does the existence of this aspiration rule explain why all voiceless stops are aspirated at the beginning of a stressed syllable in English words, it also explains facts of language behavior by English speakers outside the domain of pronouncing ordinary English words. First, when English speakers are faced with a new word which they have never heard before, for example one coming from a foreign language, voiceless consonants will be aspirated or unaspirated according to the general rule for the distribution of aspiration. The pronunciation of unfamiliar foreign place names provides one simple demonstration. The place names Stord (Norway) and Palma (Mozambique) will be pronounced by English speakers as \[st\text{ɔrd}\] and \[ph\text{almə}\], as predicted by the aspiration rule. The name Stavanger (Norway) may be pronounced many ways – \[st\text{əvŋr}\], \[st\text{əvŋəŋr}\], \[st\text{əvŋəŋ}ŋ\] and so on, but consistently throughout this variation, the /t/ will remain unaspirated because of its position in the syllable. In the English pronunciation of Rapallo (Italy), stress could either be in the first syllable in \[r\text{əpəlo}\], with no aspiration because /p/ is at the beginning of an unstressed syllable, or on the second syllable as in \[r\text{əpálo}\] – again the choice of aspirated versus unaspirated consonant being determined by the rule of aspiration.

Second, when English speakers attempt to learn a language which does not have the same distribution of aspirated and unaspirated consonants as in English, they encounter difficulties in pronunciation that reflect the effect of the rule of aspiration. Hindi has both aspirated and unaspirated voiceless stops at the beginning of syllables, as well as after /s/. Words such as \[p\text{həl}\] ‘fruit’ and \[stan\] ‘breast’ are not difficult for English speakers to pronounce; accurate pronunciation of \[pal\] ‘want’ and \[st\text{əl}\] ‘place’ on the other hand are. This is due to the fact that the rule of aspiration from English interferes in the pronunciation of other languages.

Finally, even in native English words, unaspirated stops can show the effect of the aspiration rule in hyper-slow, syllable-by-syllable pronunciation. Notice that in the normal pronunciation of happy [həpiy], only the first syllable is stressed and therefore /p/ remains unaspirated. However, if this word is pronounced very slowly, drawing out each vowel, then both syllables become stressed, and as predicted the stop \(p\) is aspirated – [hə:ː] . . . [pʰiː:y]. All of these facts are explained by one simple hypothesis, that in English the occurrence of aspiration on stops derives from applying a rule.

3.1.2 Flapping
We now turn to another rule. A phonetic characteristic of many North American dialects of English is “flapping,” where /t/ and /d/ become the flap [ð] in certain contexts, for example in [wáðər] water. It is clear that there is no contrast between the flap [ð] and any other consonant of English: there are no minimal pairs such as hypothetical [hut] and \'[hud], or \'[botə] and \[bəðə], whose existence would establish that the flap is a distinct phoneme of English. Moreover, the contexts where the flap appears in English are quite restricted. In our previous examples of nonaspiration
in the context VCV in (4) and (5), no examples included [t] as an intervocalic consonant. Now consider the following words:

(7) a. wáðₜ water wéyₜ waiter; wader 
   áðōm atom; Adam áðastúngd attitude
   b. hit hit híðŋ hitting 
   pōt put pōðŋ putting 
   sět set sěðŋ setting

In (7a) orthographic <t> is phonetically realized as the flap [ð] in the context V̱V, that is, when it is followed by a vowel or syllabic sonorant – represented as V – and preceded by a stressed vowel or syllabic sonorant. Maybe we have just uncovered an orthographic defect of English, since we have no letter for a flap (just as no letter represents /θ/ vs. /ð/) and some important distinctions in pronunciation are lost in spelling. The second set of examples show even more clearly that underlying t becomes a flap in this context. We can convince ourselves that the verbs [hît], [pût] and [sët] end in [t], simply by looking at the uninflected form of the verb, or the third-person-singular forms [hîts], [pûts] and [sëts], where the consonant is pronounced as [t]. Then when we consider the gerund, which combines the root with the suffix -ingen, we see that /t/ has become the flap [ð]. This provides direct evidence that there must be a rule deriving flaps from plain /t/, since the pronunciation of root morphemes may actually change, depending on whether or not the rule for flapping applies (which depends on whether a vowel follows the root).

There is analogous evidence for an underlying /t/ in the word [áðom] atom, since, again, the alveolar consonant in this root may either appear as [ð̌] or [ð], depending on the phonetic context where the segment appears. Flapping only takes place before an unstressed vowel, and thus in /æt̂m/ the consonant /t/ is pronounced as [ð]; but in the related form [átm̂ám] where stress has shifted to the second syllable of the root, we can see that the underlying /t/ surfaces phonetically (as an aspirate, following the previously discussed rule of aspiration).

We may state the rule of flapping as follows: “an alveolar stop becomes a flap when it is followed by an unstressed syllabic and is preceded by a vowel or glide.” It is again important to note that the notion of “vowel” used in this rule must include syllabic sonorants such as [r] for the preceding segment, and [r] or [m] for the following segment. Flapping is not limited to the voiceless alveolar stop /t/; underlying /ð/ also becomes [ð] in this same context.

(8) Base verbs ‘One who V-s’ ‘V-ing’
   bid bîdₜ bidₜ bid 
   háyd hâydₜ háyndₜ hide 
   wéyd wéydrₜ wéydrₜ wade

3.1.3 Glottal stop
There is one context where flapping of /t/ does not occur when preceded by a vowel and followed by an unstressed syllabic segment (vowel or syllabic
sonorant), and that is when /t/ is followed by a syllabic [n]. Consider, first, examples such as [bɛʔn] button and [kâʔn] cotton. Instead of the flap that we expect, based on our understanding of the context where flapping takes place, we find glottal stop before syllabic [n]. Consider the following pairs of words:

\[(9) \quad \text{[rat]} \quad \text{rot} \quad \text{[raʔn]} \quad \text{rotten} \]
\[\text{[hayt]} \quad \text{height} \quad \text{[hayʔn]} \quad \text{heighten} \]
\[\text{[layt]} \quad \text{light} \quad \text{[layʔn]} \quad \text{lighten} \]
\[\text{[fæt]} \quad \text{fat} \quad \text{[fæʔn]} \quad \text{fatten} \]

The bare roots on the left show the underlying /t/ which has not changed to glottal stop, and on the right, we observe that the addition of the suffix /n/ conditions the change of /t/ to [ʔ] in the context V[n], i.e. when t is preceded by a stressed vowel and followed by an alveolar nasal. Words like [iʔɛn] atom show that the glottal stop rule does not apply before all nasals, just alveolar nasals.

Finally, notice that in casual speech, the gerundive suffix -iŋ may be pronounced as [n]. When the verb root ends in /t/, that /t/ becomes [ʔ] just in case the suffix becomes [n], and thus provides the crucial context required for the glottal stop creation rule.

\[(10) \quad \text{Base verb} \quad \text{Careful speech} \quad \text{Casual speech} \]
\[\text{his} \quad \text{hisniŋ} \quad \text{hisn} \]
\[\text{rat} \quad \text{raʔniŋ} \quad \text{raʔn} \]
\[\text{flowt} \quad \text{flowniŋ} \quad \text{flowʔn} \]

In the examples considered so far, the environment for appearance of glottal stop has been a following syllabic [n]. Is it crucial that the triggering nasal segment be specifically a syllabic nasal? We also find glottal stop before nonsyllabic nasals in words such as Whitney [wiʔniŋ] and fatness [fæʔnæs], which shows that the t-glottalization rule does not care about the syllabicity of the following nasal. The presence of glottal stop in these examples can be explained by the existence of a rule which turns /t/ into glottal stop before [n] or [ŋ]. Notice that this rule applies before a set of segments, but not a random set: it applies before alveolar nasals, without mention of syllabicity. As we will repeatedly see, the conditioning context of phonological rules is stated in terms of phonetic properties.

### 3.2 Allophony in other languages

Allophonic rules of pronunciation are found in most human languages, if not indeed all languages. What constitutes a subtle contextual variation in one language may constitute a wholesale radical difference in phonemes in another. The difference between unaspirated and aspirated voiceless stops in English is a completely predictable, allophonic one which speakers are not aware of, but in Hindi the contrast between aspirated and unaspirated voiceless consonants forms the basis of phonemic contrasts,

Some speakers have [ʔ] only before syllabic [ŋ], so their rule is different. Not all American dialects have this rule – it is lacking in certain Southern dialects, and instead the flapping rule applies. Some British dialects have a rule which applies in a rather different context, e.g. [leʔn] letter.
e.g. [pə] ‘want’, [pʰə] ‘fruit.’ Unlike the situation in English, aspiration in Hindi is an important, distinctive property of stops which cannot be supplied by a rule.

**l and d in Setswana.** The consonants [l] and [d] are clearly separate phonemes in English, given words such as lie and die or milk and mid. However, in Setswana (Botswana), there is no contrast between [l] and [d]. Phonetic [l] and [d] are contextually determined variants of a single phoneme: surface [l] appears before nonhigh vowels, and [d] appears before high vowels (neither consonant may come at the end of a word or before another consonant).

(11) lefifi ‘darkness’ lolame ‘tongue’
    selepe ‘axe’ molomo ‘mouth’
    xobaIa ‘to read’ mmadi ‘reader’
    lerumö ‘spear’ xopala ‘to marry’
    loxadima ‘lightning flash’ dijö ‘food’
    dumela ‘greetings’ feedi ‘sweeper’
    lokwala ‘letter’ kʰudu ‘tortoise’
    mosadi ‘woman’ podi ‘goat’
    badisa ‘the herd’ hudi ‘wild duck’

Setswana has a rule which can be stated as “/l/ becomes [d] before high vowels.”

(12) l → d / _high vowel

This statement introduces the standard formalism for giving rules which will be used in the book. Rules generally take the form “A → B/C_D,” where A, C, D are variables that stand for classes of sounds (single segments like [l] or [d], or phonetic classes such as “high vowel”), and B describes the nature of the change, either a phonetic parameter such as “voiceless” or “nasal,” or simply a specific segment like [d]. The conditioning context might involve only a preceding element in which case “D” would be null, it might involve only a following element in which case “C” would be null, or the applicability of the rule might depend on both what precedes and what follows. The arrow means “becomes,” the slash means “in the environment” where the context is what follows the slash. The dash indicates the position of the affected segment in the relevant environment, so the environment ‘C_D’ means “when the affected segment is preceded by C and followed by D.” Thus, rule (12) says “l becomes d when it stands before a high vowel” (and it does not matter what precedes l, since the rule says nothing about what precedes).

An equally accurate and general statement of the distribution or [l] and [d] would be “/d/ becomes [l] before nonhigh vowels.”

(13) d → l / _ nonhigh vowel
There is no evidence to show whether the underlying segment is basically /l/ or /d/ in Setswana, so we would be equally justified in assuming either rule (12) or rule (13). Sometimes, a language does not provide enough evidence to allow us to decide which of two (or more) analyses is correct.

**Tohono O’odham affricates.** In the language Tohono O’odham (formerly known as Papago: Arizona and Mexico), there is no contrast between [d] and [jː], or between [t] and [cː]. The task is to inspect the examples in (14) and discover what factor governs the choice between plain alveolar [d, t] versus the alveopalatal affricates [jː, cː]. In these examples, word-final sonorants are devoiced by a regular rule which we disregard, explaining the devoiced m in examples like [wahiːmː]

(14) jihsk  ‘aunt’  dɔʔaʔk  ‘mountain’
čuːlːi   ‘corner’  čuwaʔgi  ‘clouds’
wahčuːm ‘drown’  taht  ‘foot’
juwu şekʰ  ‘cut hair’  ?ahidaʔk  ‘year’
tɔːnɔːm ‘be thirsty’  huhtahpspːɬ  ‘make it 5’
huːjuli  ‘self’  čiːhpaŋ  ‘work’
stahntɔːnːmːah ‘thirsty times’  ?ːidə  ‘this’
muːtudamː  ‘runner’  toːntə  ‘degenerate’
tɔːsid ‘frighten’  čuːpsːid  ‘brand’
gahtwːi ‘to shoot’  čuːhːi  ‘name’
guʔudtːa ‘get big’  jumalːi  ‘low’
tobidk ‘White Clay’  waʔjiːwiː  ‘swim’
spadmahkaːm ‘lazy one’  juːʔə  ‘rabbits’

We do not know, at the outset, what factor conditions the choice of [t, d] versus [cː, jː] (indeed, in the world of actual analysis we do not know in advance that there is any such relationship; but to make your task easier, we will at least start with the knowledge that there is a predictable relationship, and concentrate on discovering the rule governing that choice). To begin solving the problem, we explore two possibilities: the triggering context may be the segment which immediately precedes the consonant, or it may be the segment which immediately follows it.

Let us start with the hypothesis that it is the immediately preceding segment which determines how the consonant is pronounced. In order to organize the data so as to reveal what rule might be at work, we can simply list the preceding environments where stops versus affricates appear, so '_ _ _ _ _ _' means “when [h] precedes” – here, the symbol ‘#’ represents the beginning or end of a word. Looking at the examples in (14), and taking note of what comes immediately before any [t, d] versus [cː, jː], we arrive at the following list of contexts:

(15) [t, d]: # _ , h _ , w _ , iː _ , s _ , i _ , n _ , ɔ _
[cː, jː]: # _ , h _ , w _ , ? _ , p _

Since both types of consonants appear at the beginning of the word, or when preceded by [h] or [u], it is obvious that the preceding context cannot
be the crucial determining factor. We therefore reject the idea that the preceding element determines how the phoneme is pronounced.

Focusing next on what follows the consonant, the list of contexts correlated with plain stops versus affricates is much simpler.

(16) \[t, d\]: \(\_a, \_\text{a}, \_\text{a}, \_\text{#, } \_s, \_t, \_k, \_m, \_w\)
\[\_\text{c}, \_j\]: \(\_i, \_\text{i}, \_u, \_\text{u}, \_\text{w}\)

Only the vowels [i, u, u] (and their devoiced counterparts) follow [c] and [j], and the vowels [a, ɔ] follow [t] and [d]. Moreover, when no vowel follows, i.e. at the end of the word or before another consonant, the plain alveolar appears (taht, təsid). The vowels [i, u, u] have in common the property that they are high vowels, which allows us to state the context for this rule very simply: /t/ and /d/ become alveopalatal affricates before high vowels, i.e.

(17) alveolar stop → alveopalatal affricate / _ high vowel

The retroflex consonant [d] does not undergo this process, as seen in [muududam].

This account of the distribution of alveolars versus alveopalatals assumes that underlingly the consonants are alveolars, and that just in case a high vowel follows, the consonant becomes an alveopalatal affricate. It is important to also consider the competing hypothesis that underlingly the consonants are alveopalatals and that they become alveolars in a context which is complementary to that stated in rule (17). The problem with that hypothesis is that there is no natural statement of that complementary context, which includes nonhigh vowels, consonants, and the end of the word.

(18) alveopalatal affricate → alveolar stop / \(\left\{\begin{array}{c}
\text{nonhigh V} \\
C \\
\text{#}
\end{array}\right\}\)

The brace notation is a device used to force a disjunction of unrelated contexts into a single rule, so this rule states that alveopalatal affricates become alveolar stops when they are followed either by a nonhigh vowel, a consonant, or are at the end of the word, i.e. there is no coherent generalization. Since the alternative hypothesis that the consonants in question are underlingly alveopalatals leads to a much more complicated and less enlightening statement of the distribution of the consonants, we reject the alternative hypothesis and assume that the consonants are underlingly alveolar.

**Obstruent voicing in Kipsigis.** In the Kipsigis language of Kenya, there is no phonemic contrast between voiced and voiceless obstruents as there is in English. No words are distinguished by the selection of voiced versus voiceless consonants: nevertheless, phonetic voiced obstruents do exist in the language.
In these examples, we can see that the labial and velar consonants become voiced when they are both preceded and followed by vowels, liquids, nasals and glides: these are all sounds which are voiced.

(20) voiceless peripheral consonant → voiced / voiced _ voiced

In stating the context, we do not need to say “voiced vowel, liquid, nasal or glide,” since, by saying “voiced” alone, we refer to the entire class of voiced segments. It is only when we need to specifically restrict the rule so that it applies just between voiced consonants, for example, that we would need to further specify the conditioning class of segments.

While you have been told that there is no contrast between [k] and [g] or between [p] and [b] in this language, children learning the language do not use explicit instructions, so an important question arises: how can you arrive at the conclusion that the choice [k, p] versus [g, b] is predictable? Two facts lead to this conclusion. First, analyzing the distribution of consonants in the language would lead to discovering the regularities that no word begins or ends in [b, g] and no word has [b, g] in combination with another consonant, except in combination with the voiced sonorants. We would also discover that [p, k] do not appear between vowels, or more generally between voiced segments. If there were no rule governing the distribution of consonants in this language, then the distribution is presumed to be random, which would mean that we should find examples of [b, g] at the beginning or end of words, or [p, k] between vowels.

Another very important clue in understanding the system is the fact that the pronunciation of morphemes will actually change according to the context that they appear in. Notice, for example, that the imperative form [kuur] ‘call!’ has a voiceless stop, but the same root is pronounced as [guur] in the infinitive [ke-guur] ‘to call.’ When learning words in the language, the child must resolve the changes in pronunciation of word-parts in order to know exactly what must be learned. Sometimes the root ‘call’ is [kuur], sometimes [guur] – when are you supposed to use the pronunciation [guur]? Similarly, in trying to figure out the root for the word ‘dog,’
a child will observe that in the singular the root portion of the word is pronounced [ŋok], and in the plural it is pronounced [ŋog]. From observing that there is an alternation between [k] and [g], or [p] and [b], it is a relatively simple matter to arrive at the hypothesis that there is a systematic relation between these sounds, which leads to an investigation of when [k, p] appear, versus [g, b].

**Implosive and plain voiced stops in Kimatuumbi.** The distinction between implosive and plain voiced consonants in Kimatuumbi (Tanzania) can be predicted by a rule.

(21) ɓeɓeclu ‘male goat’ ɠundumoƙa ‘be scared’
       ɓutuka ‘flow’ ɠaala ‘storage in roof’
       kɔbɔkwa ‘unfold’ ɓwʊʊm ‘life’
       kɔɔndwa ‘dig clay’ ɳɡaambalɛ ‘fish sp.’
       ɓalaƙa ‘luck’ ɠʊlɔya ‘drive fast’
       lissɛngɛlɛ ‘dowry’ ɓila ‘without’
       ɠɔlɔya ‘straighten’ ɠuna ‘murmur’
       kɪbola ‘towards Mecca’ ƙɪtʊmbi ‘hill’
       kyaangi ‘sand’ ɠɔmwaana ‘destroy’
       likuŋgwɛ ‘storage structure’ ɓʊʊka ‘leave’
       ɠɔɔmba ‘shoot a gun’ ɠolɔka ‘fly’
       ɓalaŋga ‘count’ alilika ‘be out of order’

Upon consideration of consonant distribution in these data, you will see that implosives appear in word-initial position and after vowels, whereas plain voiced consonants appear exclusively after nasals.

There is further clinching evidence that this generalization is valid. In this language, the first-person-singular form of the verb has a nasal consonant prefix (there is also a change in the final vowel, where you get -a in the infinitive and -ɛ in the “should” form, the second column below).

(22) to V  I should V
       ɠʊlʊka ɠʊlʊkɛ ‘fly’
       ɠɔɔmba ɠɔɔmbɛ ‘shoot a gun’
       ɠɔlɔya ɠɔlɔye ‘straighten’
       ɠʊna ɠʊnɛ ‘murmur’
       ɓalaŋga mbalaŋɡɛ ‘count’
       ɓutuka mbutukɛ ‘flow’
       ɓʊʊka mbʊʊkɛ ‘leave’
       dʊʊmu ndʊʊmu ‘continue’

Thus the pronunciation of the root for the word for ‘fly’ alternates between [ɠolɔk] and [ɠolɔk], depending on whether a nasal precedes.

Having determined that implosives and plain voiced stops are allophonically related in the grammar of Kimatuumbi, it remains to decide whether the language has basically only plain voiced consonants, with implosives appearing in a special environment; or should we assume
that Kimatuumbi voiced stops are basically implosive, and plain voiced consonants appear only in a complementary environment. The matter boils down to the following question: is it easier to state the context where implosives appear, or is it easier to state the context where plain voiced consonants appear? We generally assume that the variant with the most easily stated distributional context is the variant derived by applying a rule. However, as we saw with the case of [l] and [d] in Setswana, a language may not provide empirical evidence which is the correct solution.

Now let us compare the two possible rules for Kimatuumbi: “implosives appear word initially and after a vowel”:

\[(23) \text{C} \rightarrow \text{implosive } \{\text{v} \} \]

versus “plain consonants appear after a nasal”:

\[(24) \text{C} \rightarrow \text{nonimplosive } / \text{nasal } \]

It is simpler to state the context where plain consonants appear, since their distribution requires a single context – after a nasal – whereas describing the process as replacement of plain consonants by implosives would require a more complex disjunction “either after a vowel, or in word-initial position.” A concise description of contexts results if we assume that voiced consonants in Kimatuumbi are basically implosive, and that the nonimplosive variants which appear after nasals are derived by a simple rule: implosives become plain voiced consonants after nasals.

It is worth noting that another statement of the implosive-to-plain process is possible, since sequences of consonants are quite restricted in Kimatuumbi. Only a nasal may precede another “true” consonant, i.e. a consonant other than a glide. A different statement of the rule is that plain voiced consonants appear only after other consonants – due to the rules of consonant combination in the language, the first of two true consonants is necessarily a nasal, so it is unnecessary to explicitly state that the preceding consonant in the implosive-to-plain-C rule is a nasal. Phonological theory does not always give a single solution for any given data set, so we must accept that there are at least two ways of describing this pattern. One of the goals of the theory, towards which considerable research energy is being expended, is developing a principled basis for making a unique and correct choice in such cases where the data themselves cannot show which solution is right.

**Velar and uvular stops in Kenyang.** In Kenyang (Cameroon), there is no contrast between the velar consonant k and uvular q.

\[(25) \text{enq} \quad \text{eket} \quad \text{‘tree’} \quad \text{enoq} \quad \text{enq} \quad \text{‘drum’} \quad \text{nčiku} \quad \text{‘I am buying’} \]
What determines the selection of $k$ versus $q$ is the nature of the vowel which precedes the consonant. The uvular consonant $q$ is always preceded by one of the back nonhigh vowels $o$, $ɔ$ or $ɑ$, whereas velar $k$ appears anywhere else.

(26) voiceless velar $\rightarrow$ uvular / back nonhigh vowel 

This relation between vowels and consonants is phonetically natural. The vowels triggering the change have a common place of articulation: they are produced at the lower back region of the pharynx, where $q$ (as opposed to $k$) is articulated.

An alternative is that the underlying segment is a uvular, and velar consonants are derived by rule. But under that assumption, the rule which derives velars is very complex. Velars would be preceded by front or central vowels, by high back vowels, by a consonant ($ŋ$), or by a word boundary. We would then end up with a disjunction of contexts in our statement of the rule.

(27) $q \rightarrow k \left\{ \begin{array}{l} \text{front V} \\ \text{central V} \\ \text{high back V} \\ \text{C} \\ \# \end{array} \right\}$

The considerably more complex rule deriving velars from uvulars leads us to reject the hypothesis that these segments are underlyingly uvular. Again, we are faced with one way of capturing the generalization exploiting phonetically defined classes, and an alternative that involves a disjunctive list, where there is nothing that unifies the contexts: we select the alternative which allows a rule to be stated that refers to a simple, phonetically defineable context. This decision reflects an important discovery regarding the nature of phonological rules which will be discussed in greater detail in chapter 6, namely that phonological rules operate in terms of phonetic classes of segments.
Arabela nasalization. Nasalization of vowels and glides is predictable in Arabela (Peru).

(28) ñẽk̊ẙe̊k̊ẙ /ash/ashʔ ’lying on back’ mõñuʔ ’kill’
    tukuruʔ ’palm leaf’ šiyokwaʔ ’grease’
    ñẙć̊e̊r̊iʔ ’he laid it down’ suroʔ ’monkey’
    ñi̊i̊k̊ẙe̊k̊e̊k̊ẙ /ash/ashʔ ’is pouring out’ suwakaʔ ’fish’
    posuñåh̊åʔ ’short person’ kuẘx̊oʔ ’hole’
    ño̊o̊ñuʔ ’be pained’ h̊e̊g̊iʔ ’termites’
    tæ̊weʔ ’foreigner’ h̊ẙůůś̊x̊e̊ñoʔ ’where I fished’
    ñi̊ñẙůʔ ’to come’ m̊ẙe̊ñuʔ ’swallow’
    ñůẘå ’partridge’ h̊ůẘaʔ ’a yellow bird’

Scanning the data in (28), we see nothing about the following phonetic context that explains occurrence of nasalization: both oral and nasal vowels precede glottal stop ([tæ̊weʔ] ’foreigner’ versus [ño̊o̊ñuʔ] ’be pained’), [k] ([ñi̊k̊ẙe̊k̊e̊k̊ẙ] ’is pouring out’ versus [šiyokwaʔ] ’grease’) or [n] ([m̊ẙe̊ñuʔ] ’swallow’ versus [posuñåh̊åʔ] ’short person’). A regularity does emerge once we look at what precedes oral versus nasal vowels: when a vowel or glide is preceded by a nasal segment – be it a nasal consonant (including [h] which is always nasal in this language), vowel, or glide – then a vowel or glide becomes nasalized. The rule for nasalization can be stated as “a vowel or glide becomes nasalized after any nasal sound.” We discuss how vowels and glides are unified in Chapter 6: for the moment, we will use the term vocoid to refer to the phonetic class of vowels and glides.

(29) vocoid → nasal / nasal _

The naturalness of this rule should be obvious – the essential property that defines the conditioning class of segment, nasality, is the very property that is added to the vowel: such a process, where a segment becomes more like some neighboring segment, is known as an assimilation. Predictable nasalization of vowels almost always derives from a nasal consonant somewhere near the vowel.

Sundanese: a problem for the student to solve. Bearing this suggestion in mind, where do nasalized vowels appear in Sundanese (Indonesia), given these data?

(30) abot ‘heavy’ agiŋ ‘big’
    amis ‘sweet’ anõm ‘young’
    handap ‘light’ luhur ‘high’
    awon ‘bad’ basir ‘wet’
    konẽŋ ‘yellow’ birim ‘red’
    engal ‘new’ godde ‘big’
    măhîr ‘skillful’ mîrî ‘uncertain’
    mõhēhêd ‘poor’ bumî ‘house’
    mārri ‘duck’ māhâsiswa ‘student’
Since the focus at the moment is on finding phonological regularities, and not on manipulating a particular formalism (which we have not yet presented completely), you should concentrate on expressing the generalization in clear English.

We can also predict the occurrence of long (double) consonants in Sundanese, using the above data supplemented with the data in (31).

(31) abuabu 'grey' bəddil 'gun'
gəttih 'blood' akar 'root'
səddih 'sad' jənnəŋən 'name'
bərrakah 'useful' bagoŋ 'wild pig'
babi 'pig' kinə 'quinine'
tabbih 'far' bapa 'father'
ibibir 'belt' nəppel 'sweep'
bonnər 'correct' sikit 'sharp'
panəs 'hot' məddəm 'dark'
hukum 'law' sarrət 'letter'
kaməja 'shirt' pačul 'shovel'
bonnəŋ 'thread' dada 'torso'
pottis 'fish sauce' jaŋkuŋ 'tall'
asəmn 'tamarind' wawəs 'tooth'

What rule determines the length of consonants in this language?

**Vowel length in Mohawk.** The context for predicting some variant of a phoneme may include more than one factor. There is no contrast between long and short vowels in Mohawk (North America): what is the generalization regarding where long versus short vowels appear (here, accent marks are used to indicate stressed vowels)?

(32) ranahə:zəs ‘he trusts her’ ragé:dəs ‘he scrapes’
iːgeks ‘I eat it’ odá:we ‘flea’
gadá:dis ‘I talk’ əkhni:nɨʔ? ‘I will buy it’
sdə:ha ‘a little bit’ apləm ‘Abram’
əgá:rade? ‘I lay myself down’ də:gehgew? ‘I’ll lift it’
rayə:thos ‘he plants’ yəgeks ‘I push it’
wisk ‘five’ royoʔdeʔ ‘he works’
aweryə:hsa ‘heart’ yəgwak ‘they and I eat it’
išgəs ‘you (sg) see her’ gatgə:hths ‘I look at it’
yokékhaʔ ‘it’s burning’ əgidiyeʔ ‘I will fly around’
One property which holds true of all long vowels is that they appear in stressed syllables: there are no unstressed long vowels. However, it would be incorrect to state the rule as lengthening all stressed vowels, because there are stressed short vowels as in [wisk]. We must find a further property which distinguishes those stressed vowels which become lengthened from those which do not. Looking only at stressed vowels, we can see that short vowels appear before two consonants and long vowels appear before a consonant-plus-vowel sequence. It is the combination of two factors, being stressed and being before the sequence CV, which conditions the appearance of long vowels: stressed vowels are lengthened if they precede CV, and vowels remain short otherwise. We hypothesize the following rule:

$\text{(33) } \hat{V} \rightarrow \text{long} / \_ \text{CV}$

Since there is no lexical contrast between long and short vowels in Mohawk, we assume that all vowels have the same underlying length: all long and shortened in one context, or all short and lengthened in the complementary context. One hypothesis about underlying forms in a given language results in simpler grammars which capture generalizations about the language more directly than do other hypotheses about underlying forms. If all vowels in Mohawk are underlyingly long, you must devise a rule to derive short vowels. No single generalization covers all contexts where supposed vowel shortening takes place, so your analysis would require two rules, one to shorten unstressed vowels, and another to shorten vowels followed by two consonants. In comparison, the single rule that stressed vowels lengthen before CV accounts for vowel length under the hypothesis that vowels in Mohawk are underlyingly short. No other rule is needed: short vowels appear everywhere that they are not lengthened.

**Aspiration in Ossetic.** Aspiration of voiceless stops can be predicted in Ossetic (Caucasus).

```
(34) tʰx 'strength' kʰtt<tag 'linen'
χωstɔg 'near' ϕtan 'be added'
fadatʰ 'possibility' kʰastɔn 'I looked'
tʰɔst 'eye' kʰarkʰ 'hen'
akkag 'adequate' dakkag 'second'
tʰəppar 'four' tʰətʰ 'honor'
tʰɔxt 'cheese' kʰɔm 'where'
fɔste 'behind' kʰɔm 'mouth'
pʰɪran 'comb wool' zaxta 'he told'
χɔskard 'scissors' χɔston 'military'
pʰɔrrɔst 'fluttering'
```

Since aspirated and plain consonants appear at the end of the word ([tʰɔst] ‘eye,’ [tʰətʰ] ‘honor’), the following context alone cannot govern aspiration. Focusing on what precedes the consonant, aspirates appear word initially, or
when preceded by a vowel or [r] (i.e. a sonorant) at the end of the word; unaspirated consonants appear when before or after an obstruent. It is possible to start with unaspirated consonants (as we did for English) and predict aspiration, but a simpler description emerges if we start from the assumption that voiceless stops are basically aspirated in Ossetic, and deaspirate a consonant next to an obstruent. The relative simplicity of the resulting analysis should guide your decisions about underlying forms, and not the phonetic nature of the underlying segments that your analysis results in.

Optional rules. Some rules of pronunciation are optional, often known as “free variation.” In Makonde (Mozambique), the phoneme /ʃ/ can be pronounced as either [s] or [ʃ] by speakers of the language: the same speaker may use [s] one time and [ʃ] another time. The verb ‘read’ is thus pronounced as ʃoomya or as soomya, and ‘sell’ is pronounced as ʃuluuʃa or as suluusa. We will indicate such variation in pronounciation by giving the examples as “ʃuluuʃa ~ suluusa,” meaning that the word is pronounceable either as ʃuluuʃa or as suluusa, as the speaker chooses. Such apparently unconditioned fluctuations in pronunciation are the result of a rule in Makonde which turns /ʃ/ into [s]: this rule is optional. The optional nature of the rule is indicated simply by writing “optional” to the side of the rule.

(35) ʃ → s    optional

Normally, any rule in the grammar always applies if its phonological conditions are satisfied. An optional rule may either apply or not, so for any optional rule at least two phonetic outcomes are possible: either the rule applies, or it does not apply. Assuming the underlying form /ʃoomya/, the pronunciation [soomya] results if the rule is not applied, and [ʃoomya] results if the rule is applied.

Optional rules may have environmental conditions on them. In Kimatuumbi, as we have seen in (21), voiced stops are implosive except after a nasal. The voiced velar stop exhibits a further complication, that after a vowel (but not initially) underlying /ʃ/ optionally becomes a fricative [γ] (the symbol “~” indicates “may also be pronounced as”).

(36) baʃana ~ ɓayana ‘divide’
    biʃaʃana ~ ɓiliyana ‘wrestle’
    buʃaʃa ~ ɓulaγa ‘kill’
    ɡalaambuka ~ (’γalaambuka) ‘change’

Hence the optional realization of /ʃ/ as [γ], but only after a vowel, can be explained by the following rule.

(37) ʃ → γ /V_    (optional)

The factors determining which variant is selected are individual and sociological, reflecting age, ethnicity, gender, and geography, inter alia. Phonology does not try to explain why people make the choices they do:
that lies in the domain of sociolinguistics. We are also only concerned with systematic options. Some speakers of English vary between [æks] and [æsk] as their pronunciation of *ask*. This is a quirk of a particular word: no speaker says [mæks] for *mask*, or [fæsk] for *fix*.

It would also be mistaken to think that there is one grammar for all speakers of English (or German, or Kimatumbi) and that dialect variation is expressed via a number of optional rules. From the perspective of grammars as objects describing the linguistic competence of individuals, an optional rule is countenanced only if the speaker can actually pronounce words in multiple ways. In the case of Makonde, some speakers actually pronounce /soomya/ in two different ways.

**Summary**

Contrastive aspects of pronunciation cannot be predicted by rule, but allophonic details can be. Allophonic changes are a type of rule-governed phonological behavior, and phonology is concerned with the study of rules. The practical concern of this chapter is understanding the method for discovering those rules. The linguist looks for regularities in the distribution of one sound versus others, and attempts to reduce multiple surface segments to one basic segment, a phoneme, where the related segments derive by applying a rule to the underlying phoneme in some context. Going beyond static distribution of sounds, you should look for cases where the pronunciation of morphemes changes, depending on the presence or absence of prefixes and suffixes.

Assuming that sounds are in complementary distribution, you need to determine which variant is the “basic” underlying one, and which derives by rule. The decision is made by comparing the consequences of alternative hypotheses. Sometimes, selecting underlying /X/ results in a very simple rule for deriving the surface variant [Y] whereas selecting underlying /Y/ results in very complex rules for deriving [X] from /Y/: in such a case, the choice of /X/ over /Y/ is well motivated. Sometimes, no definitive decision can be made.

**Exercises**

1. **Kuria**

Provide rules to explain the distribution of the consonants [b, r, γ] and [b, d, g] in the following data. (Note that [r] is a fricative consonant in this language.) Accents mark tone: acute is high tone and “hacek” [’] is rising tone.

<table>
<thead>
<tr>
<th>Kuria</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>aβaánto</td>
<td>‘people’</td>
</tr>
<tr>
<td>amahiíndi</td>
<td>‘corn cobs’</td>
</tr>
<tr>
<td>eyá</td>
<td>‘forget!’</td>
</tr>
<tr>
<td>hoorá</td>
<td>‘thresh!’</td>
</tr>
<tr>
<td>iβirúúngúuri</td>
<td>‘soft porridges’</td>
</tr>
<tr>
<td>báínu</td>
<td>‘you (pl)’</td>
</tr>
<tr>
<td>ičičéna</td>
<td>‘grinding stones’</td>
</tr>
<tr>
<td>aβamúra</td>
<td>‘young men’</td>
</tr>
<tr>
<td>amakééndo</td>
<td>‘date fruits’</td>
</tr>
<tr>
<td>eengwé</td>
<td>‘leopard’</td>
</tr>
<tr>
<td>ekeβwé</td>
<td>‘fox’</td>
</tr>
<tr>
<td>iβiyúúβe</td>
<td>‘small pigs’</td>
</tr>
<tr>
<td>uγusíri</td>
<td>‘huge rope’</td>
</tr>
<tr>
<td>bonyó</td>
<td>‘on the right’</td>
</tr>
<tr>
<td>ičičúúβe</td>
<td>‘pig’</td>
</tr>
</tbody>
</table>
2 Modern Greek
Determine whether the two segments [k] and [kʰ] are contrastive or are governed by rule; similarly, determine whether the difference between [x] and [xʰ] is contrastive or predictable. If the distribution is rule-governed, what is the rule and what do you assume to be the underlying consonants in these cases?

<table>
<thead>
<tr>
<th>Greek Word</th>
<th>English Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>kano</td>
<td>‘do’</td>
</tr>
<tr>
<td>xano</td>
<td>‘lose’</td>
</tr>
<tr>
<td>xʰino</td>
<td>‘pour’</td>
</tr>
<tr>
<td>krima</td>
<td>‘shame’</td>
</tr>
<tr>
<td>xufta</td>
<td>‘handful’</td>
</tr>
<tr>
<td>kali</td>
<td>‘charms’</td>
</tr>
<tr>
<td>xʰeli</td>
<td>‘eel’</td>
</tr>
<tr>
<td>xʰeri</td>
<td>‘hand’</td>
</tr>
<tr>
<td>kori</td>
<td>‘daughter’</td>
</tr>
<tr>
<td>xori</td>
<td>‘dances’</td>
</tr>
<tr>
<td>kʰino</td>
<td>‘move’</td>
</tr>
<tr>
<td>kʰeri</td>
<td>‘candle’</td>
</tr>
</tbody>
</table>

3 Farsi
Describe the distribution of the trill [ɾ] and the flap [ɾ].

<table>
<thead>
<tr>
<th>Farsi Word</th>
<th>English Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>wəɾteš</td>
<td>‘army’</td>
</tr>
<tr>
<td>qædɾi</td>
<td>‘a little bit’</td>
</tr>
<tr>
<td>ɾast</td>
<td>‘right’</td>
</tr>
<tr>
<td>ahaʃ</td>
<td>‘starch’</td>
</tr>
<tr>
<td>hæɾtəwʃ</td>
<td>‘however’</td>
</tr>
<tr>
<td>ahaɾi</td>
<td>‘starched’</td>
</tr>
<tr>
<td>čeɾa</td>
<td>‘why?’</td>
</tr>
<tr>
<td>biɾæng</td>
<td>‘pale’</td>
</tr>
<tr>
<td>faɾsi</td>
<td>‘Persian’</td>
</tr>
<tr>
<td>ɾah</td>
<td>‘road’</td>
</tr>
<tr>
<td>řiš</td>
<td>‘beard’</td>
</tr>
<tr>
<td>axæɾ</td>
<td>‘last’</td>
</tr>
<tr>
<td>šiʃ</td>
<td>‘lion’</td>
</tr>
<tr>
<td>bæɾdæɾ</td>
<td>‘brother’</td>
</tr>
<tr>
<td>dafid</td>
<td>‘you have’</td>
</tr>
<tr>
<td>šiɾini</td>
<td>‘pastry’</td>
</tr>
</tbody>
</table>

4 Osage
What rule governs the distribution of [d] versus [ɾ] in the following data?

<table>
<thead>
<tr>
<th>Osage Word</th>
<th>English Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>dábricki</td>
<td>‘three’</td>
</tr>
<tr>
<td>daɾpé</td>
<td>‘to eat’</td>
</tr>
<tr>
<td>dakʔɛ</td>
<td>‘to dig’</td>
</tr>
<tr>
<td>dǎli</td>
<td>‘good’</td>
</tr>
<tr>
<td>daʃtǔ</td>
<td>‘to bite’</td>
</tr>
<tr>
<td>áðikhɑ̀zɑ</td>
<td>‘he lay down’</td>
</tr>
<tr>
<td>čʔɛːde</td>
<td>‘he killed it’</td>
</tr>
<tr>
<td>əɛzɛ</td>
<td>‘tongue’</td>
</tr>
<tr>
<td>əlie</td>
<td>‘you’</td>
</tr>
<tr>
<td>diʃki</td>
<td>‘to wash’</td>
</tr>
</tbody>
</table>

5 Amharic
Is there a phonemic contrast between the vowels [ə] and [ɛ] in Amharic? If not, say what rule governs the distribution of these vowels, and what the underlying value of the vowel is.

<table>
<thead>
<tr>
<th>Amharic Word</th>
<th>English Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>faros</td>
<td>‘horse’</td>
</tr>
<tr>
<td>yecljlij</td>
<td>‘grandchild’</td>
</tr>
<tr>
<td>tanasa</td>
<td>‘stand up!’</td>
</tr>
<tr>
<td>mayet</td>
<td>‘see’</td>
</tr>
</tbody>
</table>
Allophonic relations

6 Gen
Determine the rule which accounts for the distribution of [r] and [l] in the following data.

<table>
<thead>
<tr>
<th>English</th>
<th>Kishambaa</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘farm’</td>
<td>agble</td>
</tr>
<tr>
<td>‘ghost’</td>
<td>aŋli</td>
</tr>
<tr>
<td>‘hand’</td>
<td>alɔ</td>
</tr>
<tr>
<td>‘bait’</td>
<td>avlo</td>
</tr>
<tr>
<td>‘read’</td>
<td>hle</td>
</tr>
<tr>
<td>‘spit’</td>
<td>eŋiɔ</td>
</tr>
<tr>
<td>‘lizard’</td>
<td>agonglo</td>
</tr>
<tr>
<td>‘spear’</td>
<td>akplɔ</td>
</tr>
<tr>
<td>‘strain’</td>
<td>sra</td>
</tr>
<tr>
<td>‘red billed wood dove’</td>
<td>atitwe</td>
</tr>
<tr>
<td>‘pineapple’</td>
<td>blafogbe</td>
</tr>
<tr>
<td>‘dream’</td>
<td>edro</td>
</tr>
<tr>
<td>‘flea’</td>
<td>exle</td>
</tr>
<tr>
<td>‘write’</td>
<td>ŋɔ</td>
</tr>
<tr>
<td>‘wash’</td>
<td>klo</td>
</tr>
<tr>
<td>‘like’</td>
<td>lɔ</td>
</tr>
<tr>
<td>‘laughing dove’</td>
<td>pleplelu</td>
</tr>
<tr>
<td>‘fly’</td>
<td>zro</td>
</tr>
<tr>
<td>‘scale’</td>
<td>etro</td>
</tr>
<tr>
<td>‘hint’</td>
<td>jro</td>
</tr>
<tr>
<td>‘stretch arms’</td>
<td>dre</td>
</tr>
<tr>
<td>‘friend’</td>
<td>exlo</td>
</tr>
<tr>
<td>‘onion’</td>
<td>sabulɛ</td>
</tr>
<tr>
<td>‘it got comfortable’</td>
<td>tamaɔɔɛɛ</td>
</tr>
<tr>
<td>‘he talked in his sleep’</td>
<td>k’ażɛɛ</td>
</tr>
<tr>
<td>‘he shaved’</td>
<td>laɛɛɛɛ</td>
</tr>
<tr>
<td>‘it germinated’</td>
<td>bakk’alɔ</td>
</tr>
</tbody>
</table>

7 Kishambaa
Describe the distribution of voiced versus voiceless nasals (voiceless nasals are written with a circle under the letter, as in ɲ), and voiceless aspirated, voiceless unaspirated and voiced stops in Kishambaa.

<table>
<thead>
<tr>
<th>English</th>
<th>Kishambaa</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘egg’</td>
<td>tagi</td>
</tr>
<tr>
<td>‘it is’</td>
<td>ni</td>
</tr>
<tr>
<td>‘pick up’</td>
<td>dodoa</td>
</tr>
<tr>
<td>‘tongues’</td>
<td>ndimi</td>
</tr>
<tr>
<td>‘monkey’</td>
<td>nmbe</td>
</tr>
<tr>
<td>‘go down’</td>
<td>roj</td>
</tr>
<tr>
<td>‘book’</td>
<td>kitabu</td>
</tr>
<tr>
<td>‘cow’</td>
<td>ɲomite</td>
</tr>
<tr>
<td>‘sleep!’</td>
<td>goša</td>
</tr>
<tr>
<td>‘heart’</td>
<td>ɲgoto</td>
</tr>
<tr>
<td>‘head’</td>
<td>paalika</td>
</tr>
<tr>
<td>‘hand’</td>
<td>mūü</td>
</tr>
<tr>
<td>‘eggs’</td>
<td>matagi</td>
</tr>
<tr>
<td>‘skin’</td>
<td>babu</td>
</tr>
<tr>
<td>‘seed’</td>
<td>mbeu</td>
</tr>
<tr>
<td>‘wind’</td>
<td>mpeho</td>
</tr>
</tbody>
</table>

8 Thai
The obstruents of Thai are illustrated below. Determine what the obstruent phonemes of Thai are ([p tong, t tong, k tong] are unreleased stops). Are [p tong, t tong, k tong] distinct phonemes, or can they be treated as positional variants of some other phoneme? If so, which ones, and what evidence supports your decision? Note that no words begin with [g tong].

<table>
<thead>
<tr>
<th>English</th>
<th>Thai</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Bill’</td>
<td>bil</td>
</tr>
<tr>
<td>‘love’</td>
<td>rak’</td>
</tr>
<tr>
<td>‘go down’</td>
<td>lɔŋ</td>
</tr>
<tr>
<td>‘hand’</td>
<td>mūü</td>
</tr>
<tr>
<td>‘crazy’</td>
<td>baα</td>
</tr>
<tr>
<td>‘extremely fast’</td>
<td>brūü</td>
</tr>
</tbody>
</table>
INTRODUCING PHONOLOGY

haa ‘five’
dii ‘good’
t’ee ‘pour’
k’eq ‘hard’
lə ‘pass’
lə ‘middle’
ce ‘clear’
rint ‘hurry’
p’ree ‘silk cloth’
k’waa ‘right side’
jar ‘drive (golf)’
kaan ‘ward off’
pleen ‘song’
staan ‘money’
nyisip ‘twenty’
k’aa ‘kill’
ray ‘case’
sip ‘ten’
plaa ‘fish’
čaan ‘dish’
t’iun ‘Truman’
panyaa ‘brains’
[title]
traa ‘stamp’
θiuk ‘exit’
θi ‘wooden shoes’
θi ‘old’
θi ‘pull’
θi ‘pure white’
θi ‘me’
θi ‘take’
θi ‘cloth’
θi ‘black’
θi ‘get stuck’
θi ‘alive’

9 Palauan

Analyse the distribution of ð, ə and ɐ in the following data. Examples of the type ‘X ~ Y’ mean that the word can be pronounced either as X or as Y, in free variation.

kəða ‘we (inclusive)’
diak ~ diak ‘negative verb’
ŋeθ ‘tattoo needle’
pronako? ~ prosa? ‘place to bathe’
ku ‘louse’
koθ ‘visit’
ŋara ‘a village’
ieθ ‘mango’
kəθeb ‘short’
θoου ‘money’
baðuk ‘my stone’
maθ ‘eye’
de:l ~ de:l ‘nail’
dik ~ dik ‘wedge’
θoðiŋ ‘visit’
eaŋaθ ‘sky’
bə ‘stone’
θo ‘ant’
θaðai ‘knew’
oðak ‘put together’

10 Quechua (Cuzco dialect)

Describe the distribution of the following four sets of segments: k, x, q, η, n; i, e; u, o. Some pairs of these segments are allophones (positional variants) of a single segment. You should state which contrasts are phonemic (unpredictable) and which could be predicted by a rule. For segments which you think are positional variants of a single phoneme, state which phoneme you think is the underlying variant, and explain why you think so; provide a rule which accounts for all occurrences of the predictable variant. (Reminder: η is a uvular nasal.)

qori ‘gold’
q’omir ‘green’
moqo ‘runt’
p’ul’u ‘blanket’
tul’u ‘bone’
sut ‘name’
čiwi ‘baby chick’
čoŋ ‘corn on the cob’
niŋri ‘ear’
hoc’ara ‘deaf’
yuya ‘he recalls’
api ‘take’
oŋqoŋ ‘be sick!’
čiŋ ‘he whispers’
### 11 Lhasa Tibetan

There is no underlying contrast in this language between velars and uvulars, or between voiced or voiceless stops or fricatives (except /s/, which exists underlyingly). State what the underlying segments are, and give rules which account for the surface distribution of these consonant types. (Notational reminder: [c] represents a voiced uvular stop.)

<table>
<thead>
<tr>
<th>Consonant</th>
<th>Meaning</th>
<th>Consonant</th>
<th>Meaning</th>
<th>Consonant</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>čʰantuqay</td>
<td>‘granulate’</td>
<td>anqosay</td>
<td>‘toast’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qećuŋ</td>
<td>‘he disputes’</td>
<td>p’isqo</td>
<td>‘bird’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>musoχ</td>
<td>‘new’</td>
<td>čũŋka</td>
<td>‘ten’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>yanqŋa</td>
<td>‘for free’</td>
<td>čũŋų</td>
<td>‘ice’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qʰel’a</td>
<td>‘lazy’</td>
<td>qʰenqo</td>
<td>‘zigzagged’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>čeqŋa</td>
<td>‘straight’</td>
<td>qŋ</td>
<td>‘you’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>noŋa</td>
<td>‘I’</td>
<td>čaxra</td>
<td>‘field’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>čequniŋ</td>
<td>‘he hates’</td>
<td>soxta</td>
<td>‘six’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>aŋna</td>
<td>‘husband’</td>
<td>lʰix’a</td>
<td>‘small shawl’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qosa</td>
<td>‘dog’</td>
<td>qaŋq’a</td>
<td>‘nose’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kalu</td>
<td>‘far’</td>
<td>atox’</td>
<td>‘fox’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qaŋkuna</td>
<td>‘you pl.’</td>
<td>pusaŋq’</td>
<td>‘eight’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ʰeyway</td>
<td>‘pluck’</td>
<td>č’aki</td>
<td>‘dry’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wateχ</td>
<td>‘again’</td>
<td>aŋka</td>
<td>‘eagle’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>waytay</td>
<td>‘hit!’</td>
<td>haku</td>
<td>‘let’s go’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>waqay</td>
<td>‘tears’</td>
<td>kaŋka</td>
<td>‘roasted’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>waxča</td>
<td>‘poor’</td>
<td>waleχ’</td>
<td>‘poor’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tʰakay</td>
<td>‘drop’</td>
<td>rexsisq’a</td>
<td>‘known’</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Further reading**

Cohn 1993; Halle 1959; Harris 1994; Kahn 1976; Sapir 1925.
This chapter looks deeper into the nature of underlying forms by
◆ introducing contrast-neutralizing rules
◆ seeing how unpredictable information must be part of the underlying form
◆ learning what factors are most important in establishing an underlying representation
◆ understanding how underlying forms are different from actually pronounced words
A fundamental characteristic of the rules discussed up to this point is that they have been totally predictable allophonic processes, such as aspiration in English or vowel nasalization in Sundanese. For such rules, the question of the exact underlying form of a word has not been so crucial, and in some cases a clear decision could not be made. We saw that in Sundanese every vowel becomes nasalized after a nasal sound, and every phonetic nasal vowel appears after a nasal. Nasality of vowels can always be predicted by a rule in this language: all nasal vowels appear in one predictable context, and all vowels are predictably nasal in that context. It was therefore not crucial to indicate whether a given vowel is underlyingly nasal or underlyingly oral. If you assume that vowels are underlyingly oral you can write a rule to derive all of the nasal vowels, and if you contrarily assume that vowels are all underlyingly nasal you could write a rule to derive all of the oral vowels. The choice of underlying sound may make a considerable difference in terms of simplicity and elegance of the solution, and this is an important consideration in evaluating a phonological analysis, but it is possible to come up with rules which will grind out the correct forms no matter what one assumes about underlying representations in these cases. This is not always the case.

4.1 The importance of correct underlying forms

Neutralizing rules, on the other hand, are ones where two or more underlyingly distinct segments have the same phonetic realization in some context because a rule changes one phoneme into another – thus the distinction of sounds is neutralized. This means that if you look at a word in this neutralized context, you cannot tell what the underlying segment is. Such processes force you to pay close attention to maintaining appropriate distinctions in underlying forms.

Consider the following examples of nominative and genitive forms of nouns in Russian, focusing on the final consonant found in the nominative.

<table>
<thead>
<tr>
<th>Nominative singular</th>
<th>Genitive singular</th>
</tr>
</thead>
<tbody>
<tr>
<td>vagon</td>
<td>vagona</td>
</tr>
<tr>
<td>avtomobil’</td>
<td>avtomobil’a</td>
</tr>
<tr>
<td>večer</td>
<td>večera</td>
</tr>
<tr>
<td>muš</td>
<td>muža</td>
</tr>
<tr>
<td>karandaš</td>
<td>karandaša</td>
</tr>
<tr>
<td>glas</td>
<td>glaza</td>
</tr>
<tr>
<td>golos</td>
<td>golosa</td>
</tr>
<tr>
<td>ras</td>
<td>raza</td>
</tr>
<tr>
<td>les</td>
<td>lesa</td>
</tr>
<tr>
<td>porok</td>
<td>poroga</td>
</tr>
<tr>
<td>vrak</td>
<td>vraga</td>
</tr>
<tr>
<td>urok</td>
<td>uroka</td>
</tr>
<tr>
<td>porok</td>
<td>poroka</td>
</tr>
<tr>
<td>t’vet</td>
<td>t’veta</td>
</tr>
</tbody>
</table>

(1)
To give an explanation for the phonological processes at work in these data, you must give a preliminary description of the morphology. While morphological analysis is not part of phonology per se, it is inescapable that a phonologist must do a morphological analysis of a language, to discover the underlying form.

In each of the examples above, the genitive form is nearly the same as the nominative, except that the genitive also has the vowel [a] which is the genitive singular suffix. We will therefore assume as our initial hypothesis that the bare root of the noun is used to form the nominative case, and the combination of a root plus the suffix -a forms the genitive. Nothing more needs to be said about examples such as vagon ~ vagona, avtomobil ~ avtomobil'a, or večer ~ večera, where, as it happens, the root ends with a sonorant consonant. The underlying forms of these noun stems are presumably [vagon], [avtomobil] and [večer]: no facts in the data suggest anything else. These underlying forms are thus identical to the nominative form. With the addition of the genitive suffix -a this will also give the correct form of the genitive.

There are stems where the part of the word corresponding to the root is the same: karandaš ~ karandaša, golos ~ golosa, les ~ lesa, urok ~ uroka, porok ~ poroka, t'vet ~ t'veta, soldat ~ soldata and trup ~ trupa. However, in some stems, there are differences in the final consonant of the root, depending on whether we are considering the nominative or the genitive. Thus, we find the differences muš ~ muža, glas ~ glaza, porok ~ poroga, vrank ~ vraga, prut ~ pruda, and xleb ~ xleba. Such variation in the phonetic content of a morpheme (such as a root) are known as alternations. We can easily recognize the phonetic relation between the consonant found in the nominative and the consonant found in the genitive as involving voicing: the consonant found in the nominative is the voiceless counterpart of the consonant found in the genitive. Not all noun stems have such an alternation, as we can see by pairs such as karandaš ~ karandaša, les ~ lesa, urok ~ uroka, soldat ~ soldata and trup ~ trupa. We have now identified a phonological problem to be solved: why does the final consonant of some stems alternate in voicing? And why do we find this alternation with some stems, but not others?

The next two steps in the analysis are intimately connected: we must devise a rule to explain the alternations in voicing, and we must set up appropriate underlying representations for these nouns. In order to determine the correct underlying forms, we will consider two competing hypotheses regarding the underlying form, and in comparing the predictions of those two hypotheses, we will see that one of those hypotheses is clearly wrong.
Suppose, first, that we decide that the form of the noun stem which we see in the nominative is also the underlying form. Such an assumption is reasonable (it is, also, not automatically correct), since the nominative is grammatically speaking a more “basic” form of a noun. In that case, we would assume the underlying stems /glas/ ‘eye,’ /golos/ ‘voice,’ /ras/ ‘time’ and /les/ ‘forest.’ The problem with this hypothesis is that we would have no way to explain the genitive forms glaza, golosa, raza and lesa: the combination of the assumed underlying roots plus the genitive suffix -a would give us *glasa, golosa, *rasa and lesa, so we would be right only about half the time. The important step here is that we test the hypothesis by combining the supposed root and the affix in a very literal-minded way, whereupon we discover that the predicted forms and the actual forms are different.

We could hypothesize that there is also a rule voicing consonants between vowels (a rule like one which we have previously seen in Kipsigis, chapter 3):

(2) \( C \rightarrow \text{voiced} / V _{\_} V \)

While applying this rule to the assumed underlying forms /glas-a/, /golos-a/, /ras-a/, and /les-a/ would give the correct forms glaza and raza, it would also give incorrect surface forms such as *goloza and *leza. Thus, not only is our first hypothesis about underlying forms wrong, it also cannot be fixed by positing a rule of consonant voicing.

You may be tempted to posit a rule that applies only in certain words, such as eye, time and so on, but not voice, forest, etc. This misconstrues the nature of phonological rules, which are general principles that apply to all words of a particular class – most generally, these classes are defined in terms of phonological properties, such as “obstruent,” “in word-final position.” Rules which are stated as “only applying in the following words” are almost always wrong.

The “nominative is underlying” hypothesis is fundamentally wrong: our failure to come up with an analysis is not because we cannot discern an obscure rule, but lies in the faulty assumption that we start with the nominative. That form has a consistent phonetic property, that any root-final obstruent (which is therefore word-final) is always voiceless, whereas in the genitive form there is no such consistency. If you look at the genitive column, the last consonant of the root portion of the word may be either voiced or voiceless.

We now consider a second hypothesis, where we set up underlying representations for roots which distinguish stems which have a final voiced obstruent in the genitive versus those with a final voiceless obstruent. We may instead assume the following underlying roots.

(3) \begin{align*}
\text{Final voiced obstruent} & & \text{Final voiceless obstruent} \\
/muž/ & ‘husband’ & /karandaš/ & ‘pencil’ \\
/glaz/ & ‘eye’ & /golos/ & ‘voice’ \\
/raz/ & ‘time’ & /les/ & ‘forest’ \\
/porog/ & ‘threshold’ & /porok/ & ‘vice’
\end{align*}
Under this hypothesis, the genitive form can be derived easily. The genitive form is the stem hypothesized in (3) followed by the suffix -a. No rule is required to derive voiced versus voiceless consonants in the genitive. That issue has been resolved by our choice of underlying representations where some stems end in voiced consonants and others end in voiceless consonants. By our hypothesis, the nominative form is simply the underlying form of the noun stem, with no suffix.

However, a phonological rule must apply to the nominative form, in order to derive the correct phonetic output. We have noted that no word in Russian ends phonetically with a voiced obstruent. This regular fact allows us to posit the following rule, which devoices any word-final obstruent.

(4) **Final devoicing**

\[
\text{obstruent} \rightarrow \text{voiceless} / \_\#
\]

By this rule, an obstruent is devoiced at the end of the word. As this example has shown, an important first step in doing a phonological analysis for phenomena such as word-final devoicing in Russian is to establish the correct underlying representations, which encode unpredictable information.

Whether a consonant is voiced cannot be predicted in English ([dɛd] dead, [tɛd] Ted, [dɛt] debt), and must be part of the underlying form. Similarly, in Russian since you cannot predict whether a given root ends in a voiced or a voiceless consonant in the genitive, that information must be part of the underlying form of the root. That is information about the root, which cannot always be determined by looking at the surface form of the word itself; it must be discovered by looking at the genitive form of the noun, where the distinction between voiced and voiceless final consonants is not eliminated.

### 4.2 Refining the concept of underlying form

It is important to understand what underlying forms are, and what they are not. The nature of underlying forms can be best appreciated in the context of the overall organization of a grammar, and how a given word is generated in a sentence. The structure of a grammar can be represented in terms of the standard block model.

(5)  
\[
\text{Syntax} \rightarrow \text{Morphology} \rightarrow \text{Phonology} \rightarrow \text{Phonetics}
\]
This model implies that the output of one component forms the input to the next component, so the phonological component starts with whatever the morphological component gives it, and applies its own rules (which are then subject to principles of physical interpretation in the phonetic component). The output of the morphological component, which is the input to the phonology, is by definition the underlying form, so we need to know a little bit about what the morphological component does, to understand what is presented to the phonology.

The function of the morphological component is to assemble words, in the sense of stating how roots and affixes combine to form a particular word. Thus the morphological component is responsible for combining a noun root [dag] and a plural affix [z] in English to give the word *dogs* (i.e. /dag-z/), or in Russian the morphology combines a noun root [vagon] with an inflectional ending [a] according to rules of inflection for Russian, to give the genitive word *vagon-a*. Each morpheme is assumed to have a single constant phonetically defined shape coming out of the morphology (there are a few exceptions such as the fact that the third-person-singular form of the verb *be* in English is [iz] and the first-person-singular form of that verb is [æm]). The phonetic realization of any morpheme is subject to rules of phonology, so while the morphology provides the plural morpheme *z* (spelled `<s>`), the application of phonological rules will make that morpheme being pronounced as [s] as in *cats* or [iz] as in *bushes*.

It is very important to understand that the grammar does not formally derive one word from another. (Some languages seem to have special morphological processes, which we will not be discussing here, that derive one word from another – clipping such as *Sally* → *Sal* would be an example.) Rather, one word derives from a given abstract root plus whatever affixes are relevant, and a related word derives by adding a different set of affixes to the same abstract root. Accordingly, the plural of a noun in English does not derive from the singular, rather, both the singular and the plural forms derive from a common root: no suffix is added to the root in the singular, and the suffix /z/ is added to the root in the plural. The Russian genitive [vagona] also does not derive from the nominative, nor does the nominative derive from the genitive. Rather, both derive from the root /vagon/, where the nominative adds no affix and the genitive adds the affix -a.

The underlying form of a word is whatever comes out of the morphology and is fed into the phonology, before any phonological rules have applied. The underlying form of the word [kæts] is /kæt-z/, since that is what results in the morphology by applying the rule that combines a noun root such as *cat* with the plural suffix. The underlying form of the plural word [kæts] is not /kæt/, because the plural word has to have the plural morpheme. However, /kæt/ is the underlying form of the singular word [kæt]. There is no phonological rule which inserts *z* or *s* in order to form a plural. The principles for combining roots and affixes are not part of the phonology, and thus there is no need to include rules such as “insert [z] in the plural.” Be explicit about what you assume about morphology in a language, i.e. that there is a plural suffix -z in English or a genitive suffix -a.
in Russian. As for the mechanics of phonological analysis, you should assume, for example, that the plural suffix is already present in the underlying form, and therefore do not write a rule to insert the plural suffix since that rule is part of morphology. A phonological analysis states the underlying forms of morphemes, and describes changes in the phonological shape of the root or suffix.

We have concluded that the underlying form of the Russian word [prut] ‘pond’ is /prud/. In arriving at that conclusion, we saw how important it is to distinguish the phonological concept of an underlying form from the morphological concept “basic form,” where the singular form, or an uninflected nominative form would be the morphological “basic form.” An underlying form is a strictly phonological concept and is not necessarily equivalent to an actually pronounced word (even disregarding the fundamental fact that underlying forms are discrete symbolic representations whereas actually pronounced words are acoustic waveforms). It is a representation that is the foundation for explaining the variety of actual pronunciations found in the morpheme, as determined by phonological context.

The morphologically basic form of the Russian word for pond is the unmarked nominative, [prut], composed of just the root with no inflectional ending. In contrast, the phonological underlying form is /prud/, for as we have seen, if we assume the underlying form to be */prut/, we cannot predict the genitive [pruda]. The word *[prud], with a voiced consonant at the end of the word, does not appear as such in the language, and thus the supposition that the underlying form is /prud/ is an abstraction, given that [prud] by itself is never found in the language – it must be inferred, in order to explain the actual data. The basis for that inference is the genitive form [pruda], which actually contains the hypothesized underlying form as a subpart. It is important to understand, however, that the underlying form of a root may not actually be directly attested in this way in any single word, and we will discuss this point in section 4.6.

### 4.3 Finding the underlying form

A similar problem arises in explaining the partitive and nominative forms of nouns in Finnish. The first step in understanding the phonological alternation seen here is to do a standard preliminary morphological analysis of the data, which involves identifying which parts of a word correlate with each aspect of word structure (such as root meaning or grammatical case). The following examples illustrate that the nominative singular suffix is Ø (i.e. there is no overt suffix in the nominative singular) and the partitive singular suffix is -a, which alternates with -s if there is a back vowel somewhere before it in the word (we will not be concerned with that vowel alternation in the partitive suffix).

(6)  
<table>
<thead>
<tr>
<th>Nominative sg</th>
<th>Partitive sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>aamu</td>
<td>aamua</td>
</tr>
<tr>
<td>hopea</td>
<td>hopeaa</td>
</tr>
</tbody>
</table>
We might assume that the underlying form of the root is the same as the nominative (which has no suffix). The problem which these data pose is that in some nouns, the partitive appears to be simply the nominative plus the suffix -a (for example muuri ~ muuria), but for other nouns the final vowel alternates, with [i] in the nominative and [e] in the partitive (e.g. yoki ~ yokea). It is obvious that the nature of the following vowel does not explain this alternation, since the same surface-quality suffix vowel can appear after either e or i – compare yokea, nime where [e] appears before both [a] and [e], versus muuria, kiirehti where [i] appears before these same vowels. Nor can the preceding consonant be called upon to predict what vowel will appear in the partitive, as shown by pairs such as tukkia, kaikkea versus lehte, aitiæ.

This is an area where there is (potentially) a difference between language-learning pedagogy and a formal linguistic analysis. Faced with the problem of learning the inflectional distinction muuri ~ muuria versus yoki ~ yokea, a second-language class on Finnish might simply have the student memorize a list of words like yoki ~ yokea where the vowel changes in the inflectional paradigm. From the point of view of linguistic analysis.
this is the wrong way to look at the question, since it implies that this is not a rule-governed property of the language. However, second-language learning is not the same as linguistic analysis: a class in foreign-language instruction has a different goal from a class in analysis, and some students in a language class may receive greater practical benefit from just memorizing a list of words. Thus it is important to distinguish the teaching method where one learns arbitrary lists, and a theoretically based analysis. One simply cannot predict what vowel will appear in the partitive form if one only considers the pronunciation of the nominative. This means: nominative forms are not the same as underlying forms (something that we also know given the previous Russian example). The underlying representation must in some way contain that information which determines whether there will be a vowel alternation in a given word.

In looking for the phonological basis for this vowel alternation, it is important to realize that the alternation in stem-final vowels is not chaotic, for we find precisely two possibilities, either $i$ in the nominative paired with $i$ in the partitive, or $i$ in the nominative paired with $e$ in the partitive – never, for example, $i$ paired with $u$ or $i$ paired with $o$. Moreover, only the vowel $i$ enters into such a vowel alternation in Finnish, so there are no nouns with $o$ in the nominative which is replaced by $u$ in the partitive, nor is $u$ in the nominative ever replaced by $o$ or any other vowel in the partitive. One final fact about the data in (6) suggests exactly how the right underlying representations can explain this alternation: of the eight vowels of Finnish ($i$, $ii$, $e$, $o$, $x$, $u$, $o$, $a$), all of them appear at the end of the word except the vowel $e$. Now, since the stem of the word for ‘name,’ which appears as *nimi* in the nominative, actually appears on the surface as *nime*- in the partitive, it is not at all unreasonable to assume that the underlying form of the stem is in fact *nime*. It would be a bit bizarre to assume an underlying form such as *nima*, since the vowel [a] never appears in that position in any form of this word: the most natural assumption to make is that the underlying form of a morpheme is actually composed of segments found in some surface manifestation of the morpheme. On the other hand, the stem of the word for ‘wall’ is pronounced *muuri* in both the nominative and the partitive, and therefore there is no reason to assume that it is underlyingly anything other than *muuri*.

We will then assume that the underlying vowel at the end of the stem is actually reflected by the partitive form, and thus we would assume underlying representations such as *yoke*, *nime*, *kive*, *lehte*, *ove* and so on, as well as *muuri*, *naapuri*, *kaappi*, *tukki* and so on. The underlying form of partitive *yoke-a* would thus be *yoke-a*, that is, no rule at all is required to explain the partitive. Instead, a rule is needed to explain the surface form of the nominative: underlying word-final $e$ is raised to $i$.

(7) **Final vowel raising**

\[ e \rightarrow i / \_\# \]
This rule is neutralizing since the distinction between /i/ and /e/ is neutralized by applying this rule: an underlying /e/ becomes phonetic [i].

Apart from illustrating how important correct underlying forms are, these two examples have also shown that it is dangerous, and incorrect in these two cases, to assume that the “most basic” form of a word according to morphological criteria is also the underlying form of the word. To reiterate: the underlying form of a morpheme is a hypothesis set forth by the analyst, a claim that by assuming such-and-such an underlying form, plus some simple set of rules (which need to be discovered by the analyst), the observed variation in the shape of morphemes can be explained.

Kerewe. To better understand the reasoning that leads to correct underlying forms, we investigate other examples. Consider the following data from Kerewe.

<table>
<thead>
<tr>
<th>Infinitive</th>
<th>1sg habitual</th>
<th>3sg habitual</th>
<th>Imperative</th>
</tr>
</thead>
<tbody>
<tr>
<td>kupaamba</td>
<td>mpaamba</td>
<td>apaamba</td>
<td>paamba</td>
</tr>
<tr>
<td>kupaanga</td>
<td>mpaanga</td>
<td>apaanga</td>
<td>paanga</td>
</tr>
<tr>
<td>kupima</td>
<td>mpima</td>
<td>apima</td>
<td>pima</td>
</tr>
<tr>
<td>kupuupa</td>
<td>mpuupa</td>
<td>apuupa</td>
<td>puupa</td>
</tr>
<tr>
<td>kupekeca</td>
<td>mpekeca</td>
<td>apekeca</td>
<td>pekeca</td>
</tr>
<tr>
<td>kupiinda</td>
<td>mpiinda</td>
<td>apiinda</td>
<td>piinda</td>
</tr>
<tr>
<td>kuhiiga</td>
<td>mpiiga</td>
<td>ahiiga</td>
<td>hiiga</td>
</tr>
<tr>
<td>kuheeka</td>
<td>mpeeka</td>
<td>aheeka</td>
<td>heeka</td>
</tr>
<tr>
<td>kuhaa</td>
<td>mpaanga</td>
<td>apaanga</td>
<td>paanga</td>
</tr>
<tr>
<td>kuheeba</td>
<td>mpeeba</td>
<td>aheeba</td>
<td>heeba</td>
</tr>
<tr>
<td>kuheeba</td>
<td>mpeeba</td>
<td>aheeba</td>
<td>heeba</td>
</tr>
<tr>
<td>kuhiima</td>
<td>mpiima</td>
<td>ahiima</td>
<td>hiima</td>
</tr>
<tr>
<td>kuhiima</td>
<td>mpiima</td>
<td>ahiima</td>
<td>hiima</td>
</tr>
<tr>
<td>kuhiima</td>
<td>mpiima</td>
<td>ahiima</td>
<td>hiima</td>
</tr>
<tr>
<td>kuhiima</td>
<td>mpiima</td>
<td>ahiima</td>
<td>hiima</td>
</tr>
<tr>
<td>kuhiima</td>
<td>mpiima</td>
<td>ahiima</td>
<td>hiima</td>
</tr>
</tbody>
</table>

We notice that every infinitive begins with ku-, which we surmise is the prefix for the infinitive; the third-singular habitual form has the prefix a-, and the first-singular habitual has the prefix m-; the imperative involves no prefix. In addition to segmental prefixes, there is a change in the first consonant of the stem in some verbs, in some contexts. The initial consonant of the verb meaning ‘guide’ alternates between [h] and [p], with [p] appearing in the first-singular habitual after [m] and [h] appearing elsewhere. Since this stem appears in two surface variants, [heeba] and [peebea], two plausible hypotheses are immediately possible: the stem is underlyingly /peebea/, or the stem is underlyingly /heeba/. If we assume that the stem is underlyingly /heeba/, we require a rule to explain the divergence between the predicted form of the first-singular habitual form – we would expect *[mheebea], *[mhiima], etc. – and the actual form of the verb, [mpeebea], [mpiima] and so on. Since in fact we do not see the sequence /mh/ anywhere in the data, we might assume the following neutralizing rule.

(9) Postnasal hardening
    h → p / nasal

In this example we only have direct evidence for the change after m, so it would be possible to restrict our rule to the more specific context “after m.” But this would run counter to basic assumptions of science, that we seek the most general explanations possible, not the most restricted ones.
If, on the other hand, we assume that the root is underlingly /peeba/, we would need a rule which changes /p/ into [h] when not preceded by a nasal – in other words, when preceded by a vowel or by nothing. There is no single property which groups together word-initial position and vowels. Thus, the supposed rule changing /p/ to [h] would have to be a disjunction of two separate environments.

\[
(10) \quad p \rightarrow h/\begin{cases} \\
# \\
V \
\end{cases} \]

This suggests that rule (10) is wrong.

More important than the greater complexity of the rule entailed by assuming that the word for ‘guide’ is underlingly /peeba/, it is empirically wrong: rule (10) implicitly claims that /p/ should always become [h] word initially or after a vowel, but this is falsified by forms such as kupamba, apaamba, paamba ‘adorn’ and kupaanga, apaanga, paanga ‘line up.’ If we assume the stems uniformly begin with /pl/, then we cannot predict whether the imperative or infinitive has [h] (kuhaanga) or [p] (kupaanga). On the other hand, if we assume an underlying contrast between initial /h/ and initial /p/ – i.e. haanga ‘create’, paanga ‘arrange’ – then we can correctly distinguish those stems which begin with /h/ from those which begin with /p/ when no nasal precedes, as well as correctly neutralizing that distinction just in case the stem is preceded by a nasal (mpaanga ‘I create’, ‘I arrange’).

**English plurals.** A further illustration of how to determine the correct underlying representation comes from English. As the following examples illustrate, the surface form of the plural suffix varies between [s] and [z] (as well as [iz], to be discussed later).

(11) kæps caps kæbz cabs klæmz clams kæts cats kædz cads kænz cans kaks cocks kagz cogs karz cars pruwfs proofs huvz hooves galz gulls fliyz fleas plæwz plows pyrez purees

The generalization regarding distribution is straightforward: [s] appears after a voiceless segment, and [z] appears after a voiced one (be it an obstruent, a liquid, nasal or a vowel).

This same alternation can be found in the suffix marking the third singular present-tense form of verbs.

(12) slæps slaps stæbz stabs slæmz slams hïts hits haydz hides kænz cans powks pokes digz digs hæŋz hangs
If we suppose that the underlying form of the affixes for noun plural and third singular present verbs are /z/, then we would assume the following rule to derive the phonetic variant [s].

(13) obstruent → voiceless / voiceless _

On the other hand, if we were to assume that these suffixes are underly-
ingly /s/, we would assume the following rule.

(14) obstruent → voiced / voiced _

In terms of the simplicity and generality of these two rules, the analyses are comparable. Both formulations require the same number of phonetic specifications to state the rule, and both formulations apply to general and phonetically natural classes. However, the two analyses differ quite significantly in terms of their overall predictions for English. The implicit prediction of the first rule (13) is that there should be no voiced obstruents after voiceless segments in English, since that rule would devoice all such obstruents. This generalization seems to be correct: there are no words like 

'/æʃfs lau̯ks thraɪvz thrayviəz hiylz heilz pʊθs pɪθs bɛyðz bæθes hiɾz hɛərz flayz fliəz viytowz viətəz vetos

Moreover, certain auxiliary verbs such as has [hæz] and is [ɪz] undergo a reduction in casual speech, so that they appear simply as [s] or [z], the choice between these two being determined by the devoicing rule which we have motivated.

(16) Noun + has Reduced Noun + is Reduced

Jæk hæz iəʔn jæks iəʔn jæk iəz ɪədʊŋ jæks ɪədʊŋ Jæk
Pæt hæz iəʔn pæts iəʔn pæt iəz ɪədʊŋ pæts ɪədʊŋ Pat
The devoicing rule (13) automatically explains the alternation in the surface shape of the consonant here as well.

Jita tone. It is important to look for correlations which may lead to causal explanations, in analyzing data. Consider the following data from Jita, concentrating on the tones of morphemes (H or high tone is marked with acute accent, L or low-toned syllables are unmarked).

(17) a. okuβuma ‘to hit’ okusiba ‘to block’
okuβumira ‘to hit for’ okusibira ‘to block for’
okuβumana ‘to hit e.o.’ okusibana ‘to block e.o.’
okuβumirana ‘to hit for e.o.’ okusibirana ‘to block for e.o.’
b. okulúma ‘to bite’ okukúba ‘to fold’
okulumíra ‘to bite for’ okukubíra ‘to fold for’
okulumána ‘to bite e.o.’ okukubána ‘to fold e.o.’
okulumírana ‘to bite for e.o.’ okukubírana ‘to fold for e.o.

We can conclude that there is a prefix oku- perhaps marking the infinitive, a suffix -a appearing at the end of every verb, and two suffixes -ir- ‘for’ and -an- ‘each other.’ There are also root morphemes: -búm- ‘hit,’ -síb- ‘block,’ as well as -lúm- ‘bite’ and -kúb- ‘fold.’ We decide that ‘bite’ and ‘fold’ underly-ingly have H tones in part based on the fact that there actually is an H tone on the vowels of these roots in the simplest verb forms.

In addition, we observe that the suffixes -ir- and -an- have H tone when they come immediately after these verb roots. The suffixes do not have H tone after the first set of roots: appearance of H on the suffix is correlat-ed with which morpheme immediately precedes the suffix. Since this unpredictable property is correlated with the preceding root morpheme, it must therefore be an aspect of the underlying form of the preceding morpheme.

We thus explain the H tone on these suffix morphemes by positing that [oku-lúm-án-a] derives from underlying /oku-lúm-an-a/, by applying a rule of tone shift which shifts a H tone rightward to the following syllable, as long as the syllable is not word-final. Because of the restriction that H does not shift to a final syllable, the underlying H surfaces unchanged in /oku-lúma/.

Now consider the following data.

(18) okumuβúma ‘to hit’ okumusíba ‘to block
him/her’ him/her’
okumuβúmira ‘to hit for him/her’ okumusíbíra ‘to block for him/her’
okučíβúma ‘to hit it’ okučisíba ‘to block it’
okučíβúmira ‘to hit for it’ okučisíbíra ‘to block for it’
When the L-toned roots of (17a) stand after the object prefixes -mu- ‘him/her’ and -či- ‘it,’ they have an H tone at the beginning of the root. Again, since the presence of the H is correlated unpredictably with the prefixes -mu- and -či-, we hypothesize that the tones are part of the underlying representation of the prefixes – the prefixes are /mú/ and /čí/, and the H tone shifts to the right by the tone shift rule which we have already posited.

4.4 Practice at problem solving

You should now be able to apply this reasoning to data which pose analogous problems; a series of examples are given in this section for practice.

Chamorro vowel alternations. There are alternations in the quality of vowels in initial syllables in some contexts seen in the following data from Chamorro.

(19) gwíhən 'fish' i gwíhən 'the fish'
gúmə? 'house' i gúmə? 'the house'
kátta 'letter' yo? kátta 'a letter (object)'
i kátta 'the letter'
t’úpa 'cigarettes' i t’ípa 'the cigarettes'
fínoʔ 'talk' mi fínoʔ 'lots of talk'
tínuʔ 'to know' en tínuʔ 'you know'
t’úgoʔ 'juice' mi t’ígoʔ 'lots of juice'
sóŋsuŋ 'village' i séŋsuŋ 'the village'
húluʔ 'up' sæn híluʔ 'upward'
pét’u 'chest' i pét’u 'the chest'
tómú 'knee' i témú 'the knee'
ótduṭ 'ant' mi ótduṭ 'lots of ants'
óksuʔ 'hill' gi éksuʔ 'at the hill'
dánkulu 'big one' i dánkulu 'the big one'
láhi 'male' i láhi 'the male'
lágu 'north' sæn lágu 'toward north'
pulónnun 'trigger fish' i pulónnun 'the trigger fish'
mundóŋgu 'cow’s stomach' i mundóŋgu 'the cow’s stomach'
putamonéda 'wallet' i putamonéda 'the wallet'

What underlying representations, and what rule or rules, are required to account for these data? When you answer this question, you should consider two hypotheses which differ in particular about what form is taken to be underlying – what are the two most obvious ways of treating these alternations? One of these hypotheses is clearly wrong; the other is the correct hypothesis.

Korean. Now consider the following data from Korean. The first column, the imperative, seems to involve a vowel suffix. One reason to think that there is an imperative suffix is that every imperative ends either in the
vowel a or in ə (the choice between a versus ə is based on the vowel which precedes that suffix, /a/ or /o/ versus other vowels, and can be ignored here). A second reason comes from comparing the imperative and the plain present forms. Comparing ana and anninta, or kama and kamninta, we can see that for each verb, the portions common to both the imperative and the plain present are respectively an- and kam-. From this we deduce that there must be a suffix, either -a or -ə, which marks the imperative, and another suffix -ninta which marks the plain present.

(20) Imperative Plain present

<table>
<thead>
<tr>
<th>verb</th>
<th>verb</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ana</td>
<td>anninta</td>
<td>'hug'</td>
</tr>
<tr>
<td>kama</td>
<td>kamninta</td>
<td>‘wind’</td>
</tr>
<tr>
<td>sīnə</td>
<td>sinninta</td>
<td>‘wear shoes’</td>
</tr>
<tr>
<td>t’atimə</td>
<td>t’atimninta</td>
<td>‘trim’</td>
</tr>
<tr>
<td>nāmə</td>
<td>nāmninta</td>
<td>‘overflow’</td>
</tr>
<tr>
<td>nama</td>
<td>namninta</td>
<td>‘remain’</td>
</tr>
<tr>
<td>čʰama</td>
<td>čʰamninta</td>
<td>‘endure’</td>
</tr>
<tr>
<td>ipə</td>
<td>imninta</td>
<td>‘put on’</td>
</tr>
<tr>
<td>kupə</td>
<td>kumninta</td>
<td>‘bend’</td>
</tr>
<tr>
<td>čəpə</td>
<td>čəmninta</td>
<td>‘fold’</td>
</tr>
<tr>
<td>tətə</td>
<td>tanninta</td>
<td>‘close’</td>
</tr>
<tr>
<td>putʰə</td>
<td>punninta</td>
<td>‘adhere’</td>
</tr>
<tr>
<td>čočʰə</td>
<td>čonninta</td>
<td>‘follow’</td>
</tr>
<tr>
<td>məkə</td>
<td>maŋninta</td>
<td>‘eat’</td>
</tr>
<tr>
<td>səkə</td>
<td>saŋninta</td>
<td>‘mix’</td>
</tr>
<tr>
<td>tak’a</td>
<td>taŋninta</td>
<td>‘polish’</td>
</tr>
<tr>
<td>čukə</td>
<td>čuŋninta</td>
<td>‘die’</td>
</tr>
<tr>
<td>ikə</td>
<td>iŋninta</td>
<td>‘ripen’</td>
</tr>
</tbody>
</table>

What is the underlying form of these verb stems, and what phonological rule or rules are required to account for the variations that are seen in the surface shape of the various stems?

Koasati. What is the underlying form of the first-singular possessive prefix in Koasati, and what phonological rule applies in these examples?

(21) Noun My N

<table>
<thead>
<tr>
<th>noun</th>
<th>noun</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>apahčá</td>
<td>amapahčá</td>
<td>‘shadow’</td>
</tr>
<tr>
<td>asikči</td>
<td>amasikči</td>
<td>‘muscle’</td>
</tr>
<tr>
<td>ilkanó</td>
<td>amilkanó</td>
<td>‘right side’</td>
</tr>
<tr>
<td>ifá</td>
<td>amifá</td>
<td>‘dog’</td>
</tr>
<tr>
<td>a:pó</td>
<td>ama:pó</td>
<td>‘grandmother’</td>
</tr>
<tr>
<td>iskí</td>
<td>amiskí</td>
<td>‘mother’</td>
</tr>
<tr>
<td>pačokkó:ka</td>
<td>ampačokkó:ka</td>
<td>‘chair’</td>
</tr>
<tr>
<td>towá</td>
<td>antowá</td>
<td>‘onion’</td>
</tr>
<tr>
<td>kastó</td>
<td>anjastó</td>
<td>‘flea’</td>
</tr>
<tr>
<td>bayá:na</td>
<td>ambayá:na</td>
<td>‘stomach’</td>
</tr>
<tr>
<td>ŭa:ta</td>
<td>antá:ta</td>
<td>‘father’</td>
</tr>
</tbody>
</table>
Kimatumbi. What phonological rules pertaining to consonants operate in the following examples from Kimatumbi. What are the underlying forms of the stems of the words for ‘rope,’ ‘palm,’ ‘tongue,’ ‘piece of wood,’ ‘pole’ and ‘covered?’ Ignore tonal changes.

(22)  
<table>
<thead>
<tr>
<th>Singular</th>
<th>Plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>lugóí</td>
<td>ƞgói</td>
</tr>
<tr>
<td>lugolóká</td>
<td>ƞgolóká</td>
</tr>
<tr>
<td>lubáu</td>
<td>mbáu</td>
</tr>
<tr>
<td>lubágalo</td>
<td>mbagálo</td>
</tr>
<tr>
<td>lujiïngyá</td>
<td>ƞjiïngyá</td>
</tr>
<tr>
<td>lulaála</td>
<td>ndaála</td>
</tr>
<tr>
<td>lulími</td>
<td>ndími</td>
</tr>
<tr>
<td>lulûndûlûlûl</td>
<td>ndûndûlûlûl</td>
</tr>
<tr>
<td>lupaláaí</td>
<td>mbaláaí</td>
</tr>
<tr>
<td>lupaálaí</td>
<td>mbaálaí</td>
</tr>
<tr>
<td>lutéelá</td>
<td>ndeelá</td>
</tr>
<tr>
<td>lukíligo</td>
<td>ƞgíligo</td>
</tr>
<tr>
<td>lukíli</td>
<td>ƞgíli</td>
</tr>
<tr>
<td>luyímá</td>
<td>ƞjíma</td>
</tr>
<tr>
<td>luyôka</td>
<td>ƞjóka</td>
</tr>
<tr>
<td>luyûsi</td>
<td>ƞjúsi</td>
</tr>
<tr>
<td>luyûwé</td>
<td>ƞjúwe</td>
</tr>
<tr>
<td>luwûkûlyá</td>
<td>ƞw’ikûlyá</td>
</tr>
</tbody>
</table>

A certain degree of uncertainty regarding the exact underlying form of the plural prefix is expected. However, the underlying form of the stem should be clear, and should be the focus of your analysis.

### 4.5 Underlying forms and sentence-level phonology

In the examples which we have considered so far, we have been comparing morphologically related words, such as a nominative and a genitive, and we have seen that an underlying distinction may be preserved in one word in a particular inflected form (because in that inflected form the conditions for applying the phonological rule are not satisfied), but the difference is neutralized in a related word where the conditions for the rule are present. We now consider two additional cases where underlying distinctions are neutralized depending on context, and the neutralization takes place within one and the same word, depending on where the word appears in a sentence. What this shows is that phonology is not just about variations in pronunciation between words, but also includes variations in the pronunciation of a word in different sentential contexts.
4.5.1 Korean final Cs

The first case is a rule of Korean that nasalizes stops before nasal conso-
nants (a rule that we have seen operating within words in the preceding
section). The first set of examples shows the word for ‘rice’ when said
alone, or when it is followed by various words which begin with oral con-
sonants and vowels. In these data, the last consonant of the word for ‘rice’
is pronounced as [p]. In the second set of examples, the word which fol-
lowws ‘rice’ begins with a nasal, and in that case the final consonant of the
word for ‘rice’ is pronounced as [m].

(23) a. *pa* *pa* *pa* *pa* *pa*
    *pa* anm*akat’a
    *pa* winmoke *tu*at’a
    *pa* sam*akat’a
    *pa* totuki humčb*akat’a
    rice    didn’t eat
    rice    on-upper-floor put
    rice    ate-at-store
    rice    thief (subj) stole

b. *pa* *pa* *pa* *pa* *pa*
    *pa* *pa* *pa* *pa* *pa*
    *pa* mani *makala
    *pa* m*ak-imy*an
    *pa* namu masik’e *makat’a
    *pa* nakb*o
    rice    eat    a lot
    rice    eat-if
    rice    very    deliciously    ate
    rice    add

Compare those examples with the following examples with the word for
‘chestnut’.

(24) a. *pa* *pa* *pa* *pa* *pa*
    *pa* anm*akat’a
    *pa* winmoke *tu*at’a
    *pa* sam*akat’a
    *pa* totuki humčb*akat’a
    chestnut    didn’t eat
    chestnut    on-upper-floor put
    chestnut    ate-at-store
    chestnut    thief (subj) stole

b. *pa* *pa* *pa* *pa* *pa*
    *pa* *pa* *pa* *pa* *pa*
    *pa* mani *makala
    *pa* m*ak-imy*an
    chestnut    a lot    eat
    chestnut    eat-if

‘rice’
‘didn’t eat rice’
‘put rice on the upper floor’
‘ate rice at a store’
‘a thief stole rice’
‘eat rice a lot’
‘if eats rice’
‘I enjoyed rice quite a lot’
‘add rice’
‘chestnut’
‘didn’t eat chestnut’
‘put chestnut on the upper floor’
‘ate chestnut at a store’
‘a thief stole chestnut’
‘eat chestnut a lot’
‘if eats chestnut’
pam nəmu masik’e məkə’t’a  ‘I enjoyed chestnut quite a lot’
chestnut  very  deliciously  ate

pam nək’o
chestnut  add

In fact the (b) phrases above are actually ambiguous as to whether the word being pronounced means ‘chestnut’ or ‘rice.’

The last consonant of the word for ‘chestnut’ is always [m], so we would presume that the underlying form of that word is /pam/. Since the word for ‘rice’ varies between [pap] and [pam], and since we know that the underlying form cannot be /pam/ (this is the underlying form of ‘chestnut,’ and ‘chestnut’ cannot have the same underlying form as ‘rice’ since they do not behave the same), we conclude that the underlying form of the word for ‘rice’ is /pap/, and that a nasalization rule changes /p/ (in fact, all stops) to nasals before a nasal. Whether a word undergoes that rule depends on what follows the final consonant. One and the same word can be pronounced differently depending on the properties of the phrase in which it appears.

4.5.2 Kimatuumbi tone

In the Korean case which we just considered, it happens that the underlying form of the word is the same as the way the word is pronounced when it is said alone. This situation does not hold in Kimatuumbi, where one has to know how a word is pronounced when it is not at the end of an utterance, in order to determine the underlying form of the word. The words in (25) have an H tone (marked with an acute accent) on the second vowel from the beginning of the word when said alone. When another word follows, they seem to lose that H tone.

(25)

kiwik’ulo  ‘cover’  nəg’a  kiwik’ulo  li  ‘it isn’t a cover’
lubágalo  ‘lath’  nəg’a  lubágalo  li  ‘it isn’t a lath’
mikóta  ‘sugar canes’  nəg’a  mikóta  li  ‘it isn’t sugar canes’
ngu’unguni  ‘bedbug’  nəg’a  ngu’unguni  li  ‘it isn’t a bedbug’
lukólogo  ‘brewery’  nəg’a  lukólogo  li  ‘it isn’t a brewery’
mabaando  ‘thighs’  nəg’a  mabaando  li  ‘it isn’t thighs’
kikóloombe  ‘shell’  nəg’a  kikóloombe  li  ‘it isn’t a shell’
lipitánąŋgù  ‘rainbow’  nəg’a  lipitánąŋgù  li  ‘it isn’t a rainbow’

In contrast, the words of (26), which also have an H tone on the second vowel from the beginning of the word when the word is said alone, keep their H tone when another word follows.

(26)
lukóngobe  ‘wood’  nəg’a  lukóngobe  li  ‘it’s not wood’
kitókotuko  ‘quelea bird’  nəg’a  kitókotuko  li  ‘it’s not a quelea’
diíwai  ‘wine’  nəg’a  diíwai  li  ‘it’s not wine’
lukóongono  ‘chicken leg’  nəg’a  lukóongono  li  ‘it’s not a leg’
lukóongowe  ‘marble’  nəg’a  lukóongowe  li  ‘it’s not marble’
matógolo  ‘waterbucks’  nəg’a  matógolo  li  ‘it’s not waterbucks’
There are no words in Kimatuumbi which are toneless when said by themselves, thus "kitekelyo" said by itself is an unattested kind of word. There is a clear contrast in tonal behavior between the words in (25) where the presence of an H tone on the second vowel depends on whether the word is said alone or is followed by another word, and those in (26) where the second vowel always has an H tone. The solution to this puzzle is that the words in (26) have an underlying H tone on their second vowel, and thus nothing happens to that tone; but the words in (25) have no underlying H, and instead get an H at the end of an utterance by a rule that assigns an H tone to the second vowel of a toneless word which comes at the end of an utterance. Thus in the case of Kimatuumbi tone, the contrast between underlyingly toneless words and words with underlying H is best revealed by looking at the word when it appears not by itself: it is the citation form of the word that undergoes the neutralization rule, which is the opposite of the situation we just encountered in Korean.

### 4.6 Underlying forms and multiple columns in the paradigm

The following data from Samoan illustrate the very important point that it is wrong to think of deriving underlying forms by chopping off affixes from some single column of data. In the first set of examples, our initial task is to deduce the underlying form of each of the verb roots and the affix for the perfective form.

<table>
<thead>
<tr>
<th>Simple</th>
<th>Perfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>olo</td>
<td>oloia</td>
</tr>
<tr>
<td>lafo</td>
<td>lafoia</td>
</tr>
<tr>
<td>aŋa</td>
<td>aŋaia</td>
</tr>
<tr>
<td>usu</td>
<td>usuia</td>
</tr>
<tr>
<td>tau</td>
<td>tauia</td>
</tr>
<tr>
<td>taui</td>
<td>tauia</td>
</tr>
<tr>
<td>sa:?ili</td>
<td>sa:?ilia</td>
</tr>
<tr>
<td>vaŋaï</td>
<td>vaŋaïa</td>
</tr>
<tr>
<td>pa?i</td>
<td>pa?ia</td>
</tr>
<tr>
<td>naumatì</td>
<td>naumatìa</td>
</tr>
<tr>
<td>sa:uni</td>
<td>sa:unia</td>
</tr>
<tr>
<td>seŋi</td>
<td>seŋia</td>
</tr>
<tr>
<td>lele</td>
<td>leleia</td>
</tr>
<tr>
<td>su?e</td>
<td>su?ea</td>
</tr>
<tr>
<td>ta?e</td>
<td>ta?ea</td>
</tr>
<tr>
<td>tafe</td>
<td>tafea</td>
</tr>
<tr>
<td>ta:upule</td>
<td>ta:upulea</td>
</tr>
<tr>
<td>palepale</td>
<td>palepalea</td>
</tr>
</tbody>
</table>

‘rub’
‘cast’
‘face’
‘get up and go early’
‘reach a destination’
‘repay’
‘look for’
‘face each other’
‘touch’
‘be waterless’
‘prepare’
‘be shy’
‘fly’
‘uncover’
‘smash’
‘flow’
‘confer’
‘hold firm’
Examples such as oloia, aŋaia and usuiia suggest that the perfective suffix is -ia, and the simple form of the verb reflects the underlying form of the root. Examples such as seŋi ~ seŋia or lele ~ leleia suggest a phonological rule, since the combination of the presumed stems ati and lele with the perfective affix -ia would result in the incorrect forms "segiia, ’leleia. However, this problem can be corrected by positing a phonological rule which deletes a front vowel when it is preceded by a front vowel. In the formalization of the rule, we say that the second front vowel is replaced by zero, which means that it is deleted.

(28)  Vowel-cluster reduction
       front vowel → Ø / front vowel '_'

An alternative hypothesis would be that [i] is inserted between a back vowel and the vowel [a], if we were to presume that the perfective suffix is underlying [a].

(29)  Ø → i / back vowel '_ a

This would be quite unlikely on grounds of naturalness. It is common across languages for one of two adjacent vowels to be eliminated, and no language has been found with a rule that inserts a vowel between two other vowels. Additional data to be considered below will show that, in addition, this would just be plain wrong. We abandon the idea of inserting the vowel i and conclude that the underlying form of the perfective suffix must be -ia, hence there must be a rule deleting a front vowel after a front vowel. We would then conclude that the underlying representation of roots is best revealed in the simple verb, rather than the perfective, since the simple form of the verb shows whether the stem ends with [i], a vowel which may be deleted in the perfective.

A rather different conclusion about arriving at underlying forms would have to be drawn from the following additional Samoan examples.

(30)  

<table>
<thead>
<tr>
<th>Simple</th>
<th>Perfective</th>
<th>Simple</th>
<th>Perfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>tu:</td>
<td>tu:lia 'stand'</td>
<td>au</td>
<td>aulia 'flow on'</td>
</tr>
<tr>
<td>tau</td>
<td>taulia 'cost'</td>
<td>ma:tau</td>
<td>ma:taulia 'observe'</td>
</tr>
<tr>
<td>ʔalo</td>
<td>ʔalofia 'avoid'</td>
<td>ili</td>
<td>ilifia 'blow'</td>
</tr>
<tr>
<td>oso</td>
<td>osofia 'jump'</td>
<td>ulu</td>
<td>ulufia 'enter'</td>
</tr>
<tr>
<td>sao</td>
<td>saofia 'collect'</td>
<td>taŋo</td>
<td>taŋofia 'take hold'</td>
</tr>
<tr>
<td>asu</td>
<td>asuŋia 'smoke'</td>
<td>soa</td>
<td>soaŋia 'have a friend'</td>
</tr>
<tr>
<td>pole</td>
<td>poleŋia 'be anxious'</td>
<td>fesili</td>
<td>fesiliŋia 'question'</td>
</tr>
<tr>
<td>ifo</td>
<td>ifoŋia 'bow down'</td>
<td>ʔote</td>
<td>ʔoteŋia 'scold'</td>
</tr>
<tr>
<td>ula</td>
<td>ulaŋia 'mock'</td>
<td>tofu</td>
<td>tofuŋia 'dive'</td>
</tr>
<tr>
<td>miolo</td>
<td>milosia 'twist'</td>
<td>laʔa</td>
<td>laʔasia 'step'</td>
</tr>
<tr>
<td>valu</td>
<td>valusia 'scrape'</td>
<td>taŋi</td>
<td>taŋisia 'cry'</td>
</tr>
<tr>
<td>vela</td>
<td>velasia 'be cooked'</td>
<td>motu</td>
<td>motusia 'break'</td>
</tr>
<tr>
<td>api</td>
<td>apitia 'be lodged'</td>
<td>mataʔu</td>
<td>mataʔutia 'fear'</td>
</tr>
<tr>
<td>eʔe</td>
<td>eʔetia 'be raised'</td>
<td>sau</td>
<td>sautia 'fall'</td>
</tr>
</tbody>
</table>
lava: lava:tia 'be able' o?o o?otia 'arrive'
\(u\): u:tia 'grip' ufi ufitia 'cover'
puni punitia 'be blocked' tanu tanumia 'cover up'
si?o sioniomia 'be enclosed' mo?o mo?omia 'admire'
ŋalo ŋalomia 'forget' tao taomia 'cover'
sopo sopo?ia 'go across' fana fana?ia 'shoot'

Here, we see that the perfective form of the verb contains a consonant which is not present in the simple form. That consonant can be any one of \(l, f, g, s, t, m\) or \(ʔ\), given these data. An attempt to predict the nature of that consonant by an insertion rule proves fruitless. We could attempt to insert an appropriate consonant on the basis of the preceding vowel: but while \(l\) appears after \(u\), so do \(f\) ([ulu:fia]), \(g\) ([tofia]) and \(s\) ([valusia]); and while \(f\) appears after \(o\), so do \(ŋ\) ([ifonja]), \(m\) ([ŋalomia]), and \(s\) ([milosia]). In short, it is simply impossible to predict from anything in the environment what the consonant of the perfective is going to be, if we start with the simple form as the underlying form: that consonant must be part of the underlying representation of the root. Thus the underlying forms of this second set of roots would be as follows.

(31) tu:l 'stand' aul 'flow on'
taul 'cost' ma:taul 'observe'
ʔalof 'avoid' ilif 'blow'
osof 'jump' uluf 'enter'
saof 'collect' taŋof 'take hold'
asŋ 'smoke' soŋ 'have a friend'
poleŋ 'be anxious' fesiliŋ 'question'
ifoŋ 'bow down' ?otŋ 'scold'
ulaŋ 'mock' tofua 'dive'
milos 'twist' laʔas 'step'
valus 'scrape' taŋis 'cry'
velas 'be cooked' motus 'break'
apit 'be lodged' mataʔut 'fear'
eʔet 'be raised' saut 'fall'
lava:t 'be able' oʔot 'arrive'
u:t 'grip' ufit 'cover'
punit 'be blocked' tanum 'cover up'
siʔom 'be enclosed' moʔom 'admire'
ŋalom 'forget' taom 'cover'
sopo? 'go across' fanaʔ 'shoot'

The postulation of underlying consonants at the end of these roots entails the addition of a phonological rule, in order to account for the surface form of the simple verb where there is no final consonant. Noting that no word ends in a consonant phonetically in these examples, we can postulate the following rule of final consonant deletion.

(32) **Final consonant deletion**

\[ C \rightarrow \emptyset ] \_ \# \]
The underlying forms of these verbs can be heuristically derived by eliminating the perfective affix -ia from the perfective form. However, notice that we made a different heuristic assumption for the first group of roots, which underlyingly ended in a vowel. The point is that an underlying representation is whatever is required to correctly predict all of the surface variants of a given morpheme: it does not necessarily derive from any one column in a paradigm.

It is also important to understand the difference between saying that the underlying form is the simple form, or is the perfective form, and saying that we may best learn what the underlying form is by looking at the perfective, or simple form, or some other form. The underlying form of the word for 'stand' is /tu:l/. We learn that this is the underlying form by comparing the simple form [tu:] and the perfective [tu:lia] and understanding that the perfective form preserves important information about the underlying form that is lost in the simple form. But the perfective form itself is [tu:lia] – this is not the underlying form.

**Palauan.** The language Palauan provides a second clear illustration of the point that one cannot always arrive at the correct underlying representation by looking at any single column in the paradigm. In this language, the underlying form of the word does not actually surface as such in any form of a word. Consider the following examples:

<table>
<thead>
<tr>
<th>Present middle</th>
<th>Future innovative</th>
<th>Future conservative</th>
</tr>
</thead>
<tbody>
<tr>
<td>mədəŋəb</td>
<td>dəŋəball</td>
<td>dəŋobl</td>
</tr>
<tr>
<td>mætəʔəb</td>
<td>təʔəbáll</td>
<td>təʔbl</td>
</tr>
<tr>
<td>məŋətəm</td>
<td>ŋətəmáll</td>
<td>ŋətóməl</td>
</tr>
<tr>
<td>mətəbək</td>
<td>təbəkáll</td>
<td>təbákl</td>
</tr>
<tr>
<td>məʔəɾəm</td>
<td>ʔəɾəmáll</td>
<td>ʔəɾóməl</td>
</tr>
<tr>
<td>məsəsəb</td>
<td>səsəbáll</td>
<td>səsəbl</td>
</tr>
</tbody>
</table>

The prefix for the present middle is apparently /mə/, the future suffix (found in the future conservative and the future innovative) is -l, and the innovative suffix is -al. The position of stress can be predicted by a simple rule: the final syllable is stressed if it ends in two consonants, otherwise the second to last (penultimate) syllable is stressed.

The fundamental problem of Palauan is how to predict vowel quality in the root. Notice that the root meaning of the word for 'cover' has three surface realizations: dəŋəb, dəŋəb and dəŋəb. Looking at all of the data, we notice that the only full vowel in the word is the stressed vowel, which suggests that unstressed vowels are neutralized to schwa.

**Unstressed vowel reduction**

unstressed V $\rightarrow$ ə

Note that this rule has no context: it does not matter what precedes or follows the unstressed vowel.

In order to predict that the stressed first vowel in the word for ‘cover’ is [a], that choice of vowel must be part of the underlying representation,
giving the partial solution /daŋVb/. In contrast, the first vowel of the word for ‘pull out’ must be specified as [e], since that is the vowel which appears in this word when the first vowel is stressed, giving /teʔib/. By the same reasoning, the second vowel of the word for ‘cover’ must be [o], since that is the realization which the vowel has when it is stressed, and the second vowel of the word for ‘pull out’ must be [i]. Thus, the underlying forms of the stems given above would be the following.

(35) daŋob ‘cover’  teʔib ‘pull out’
    ŋetom ‘lick’ tabak ‘patch’
    ʔarom ‘taste’ sesob ‘burn’

The underlying form of a verb in Palauan is a rather abstract object, something which is never revealed in any single surface form. Rather, it must be deduced by looking at information which is manifested in a number of different morphologically related words derived from a single stem.

English. A similar example can be found in English, as the following examples show. We will ignore other alternations and focus only on vowel alternations. Thus for example, alternations such as the one between k and s can be ignored. There are many idiolectal differences in the pronunciation of certain words such as economy, where some people pronounce the word as [iˈkʌnəmi] and others pronounce it as [əˈkʌnəmi]; only attempt to account for the latter pronunciation.

(36) mánətown ‘monotone’  mánátəniy ‘monotony’
    tɛləgraf ‘telegraph’  tɛləgrafiy ‘telegraphy’
    ɛpəgraf ‘epigraph’  ɛpəgrafiy ‘epigraphy’
    rɛlətiv ‘relative’  rɛlətiiy ‘relation’
    ɛkənəmiy ‘economy’  ɛkənəmik ‘economic’
    diəfɛkt ‘defect (noun)’  diəfɛktiv ‘defective’
    dɛməkrət ‘democrat’  dɛməkrəsiy ‘democracy’
    ɪtəliy ‘Italy’  ɪtələyən ‘Italian’
    ʰəmənəm ‘homonym’  ʰəmənəmiy ‘homonymy’
    ʃənətiks ‘phonetics’  ʃənətikiy ‘phonetician’
    ʃtəstiks ‘statistics’  ʃtəstikiy ‘statistician’
    rəsəprəkiy ‘reciprocal’
    ʃənələjiy ‘phonology’  ʃənələjiyək ‘phonological’
    ləjik ‘logic’  ʃəjii ‘logician’
    sənənim ‘synonym’  sənənimiy ‘synonymy’
    ʃərəstəkiy ‘aristocracy’

As in Palauan, there is an alternation between stressed full vowel and unstressed schwa. We assume underlying stems with multiple full vowels, e.g. /mənətown/, /tɛləgraf/, /ɛpəgraf/, /dɛməkrət/, /ʃənələji/, etc. But not every unstressed vowel is reduced: cf. for example rɛlətiv, diəfɛkt, mánətown where the unstressed vowel is in a closed syllable (followed by one or more consonants within that syllable).
Tonkawa: reaching the analysis step-by-step. Correct assumptions about underlying forms are crucial in understanding the variations found in the verb stem in Tonkawa, as the following examples will illustrate. The first step in accounting for these data is to provide a morphological analysis of the data, to determine what the morphemes are for the progressive, the present, the first-singular object, and the third-plural object, and to set forth hypotheses about the underlying forms of roots.

(37) picnoʔ 'he cuts' picnanoʔ 'he is cutting'  
wepcenoʔ 'he cuts them' wepcenarioʔ 'he is cutting them'  
kepcenoʔ 'he cuts me' kepcenarioʔ 'he is cutting me'  
notxоʔ 'he hoes' notxonoʔ 'he is hoeing'  
wentoxoʔ 'he hoes them' wentoxonoʔ 'he is hoeing them'  
kentoxoʔ 'he hoes me' kentoxonoʔ 'he is hoeing me'  
netloʔ 'he licks' netlenoʔ 'he is licking'  
wentaloʔ 'he licks them' wentalenoʔ 'he is licking them'  
kentaloʔ 'he licks me' kentalenoʔ 'he is licking me'  
naxcoʔ 'he makes fire' naxcenoʔ 'he is making fire'  
wentxacoʔ 'he makes them fire' wentxacenoʔ 'he is making fire'  
kentxacoʔ 'he makes me fire' kentxacenoʔ 'he is making me fire'  
yamxоʔ 'he paints a face' yamxanoʔ 'he is painting a face'  
weymaxoʔ 'he paints their face' weymaxanoʔ 'he is painting their face'  
keymaxoʔ 'he paints my face' keymaxanoʔ 'he is painting my face'  
nawloʔ 'he spreads' nawlenoʔ 'he is spreading'  
weweloʔ 'he spreads them' wenwelenoʔ 'he is spreading them'  
keweloʔ 'he spreads me' kenwelenoʔ 'he is spreading me'

It will be noticed that every word in this set ends with ʔo, and that all of these verb forms have a third-person subject, which suggests that -ʔo is a suffix marking a third-person subject. Comparing the habitual present forms in the first column with the corresponding present progressive form in the second column, it is also obvious that the present progressive is marked by a suffix, -n- or -Vn-, ordered before the suffix -ʔo. Marking of an object on the verb is accomplished by a prefix, we- for third-plural object and ke- for first-singular object. What remains is the verb stem.

Two problems now remain: determining whether the suffix for the progressive is -n-, or whether there is a vowel which is part of the suffix; and, what the underlying form of the verb root is. To resolve the first question, we look just at the forms of the verb with no object:

(38) picnoʔ  
notxоʔ  
netloʔ  
picnanoʔ  
notxonoʔ  
etlenoʔ
We might think that the vowel before -n- is part of the progressive suffix, but if it were part of that suffix, it should have a constant underlying form and all surface variants of that vowel should be derived by some simple rule(s). It is obvious from these examples that the vowel which appears before n does not have a single phonetic realization since in these examples it ranges over a, o, and e, and that there is no reasonable way to predict (e.g. from surrounding consonants or vowels) what vowel will appear before n. Since that information is unpredictable and is governed by which root appears before the suffix, the vowel must actually be part of the underlying form of the verb stem. Thus, we arrive at the following partial answer to the question about the underlying forms of the verb roots:

\[
\begin{align*}
\text{naxco?} & \quad \text{naxceno?} \\
\text{yamxo?} & \quad \text{yamxano?} \\
\text{nawlo?} & \quad \text{nawleno?}
\end{align*}
\]

The progressive form of the verb can be derived straightforwardly by adding the two affixes -n- and -oʔ. The habitual present involves the application of a further phonological process. Based on our hypotheses regarding the underlying forms of the verb stems, we predict the following underlying forms for the habitual forms.

\[
\begin{align*}
\text{(39) Predicted form} & \quad \text{Actual surface form} \\
\text{picnaoʔ} & \quad \text{picnəʔ} & \quad \text{‘cut’} \\
\text{notxooʔ} & \quad \text{notxoʔ} & \quad \text{‘hoe’} \\
\text{netleoʔ} & \quad \text{netloʔ} & \quad \text{‘lick’} \\
\text{naxceoʔ} & \quad \text{naxcoʔ} & \quad \text{‘make a fire’} \\
\text{yamxaoʔ} & \quad \text{yamxəʔ} & \quad \text{‘paint a face’} \\
\text{nawleoʔ} & \quad \text{nawloʔ} & \quad \text{‘spread’}
\end{align*}
\]

The underlying form is whatever is given by the morphological component, so in this case it would be the root plus progressive suffix, followed by the suffix -oʔ. Our initial hypothesis is that the underlying form should be identical to the surface form until we have evidence that phonological rules change the underlying forms in predictable ways. The difference between the predicted form and the actual surface realization of the verb is that the underlying form has a cluster of vowels which is not found in the surface form. The data do not provide any examples of surface vowel clusters, and this fact allows us to state a very simple rule accounting for the surface form: the first of two consecutive vowels is deleted.
Now we turn to the alternations in the shape of the stem that arise between the plain forms of the verb and the verb with an object prefix. Verbs with the prefix ke- behave exactly like verbs with the prefix we-. Disregarding the suffixes -n- and -ʔ, we arrive at the following surface variations in the shape of the stem.

<table>
<thead>
<tr>
<th>Stem without prefix</th>
<th>Stem with CV prefix</th>
</tr>
</thead>
<tbody>
<tr>
<td>picna</td>
<td>pcena</td>
</tr>
<tr>
<td>notxo</td>
<td>ntoxo</td>
</tr>
<tr>
<td>netle</td>
<td>ntale</td>
</tr>
<tr>
<td>naxce</td>
<td>nxace</td>
</tr>
<tr>
<td>yamxa</td>
<td>ymaxa</td>
</tr>
<tr>
<td>nawle</td>
<td>nwele</td>
</tr>
</tbody>
</table>

Notice that in the form which lacks a prefix there is a vowel between the first two consonants and none between the second and third consonants. By contrast, in the form with a CV prefix, there is no vowel between the first two consonants but there is a vowel between the second and third consonants. One way to solve this problem would be to assume that this vowel is epenthetic (inserted); the other is to assume that the vowel is part of the underlying vowel of the stem and is deleted in some phonological context. It is also obvious that just as there is no way to predict what vowel will appear between the first and second consonants, it is also impossible to predict what vowel will appear between the second and third consonants, and therefore the vowel cannot be epenthetic. In short, the underlying representation must contain unpredictable vowels after each consonant.

| picena       | ‘cut’               |
| notoxo       | ‘hoe’               |
| netale       | ‘lick’              |
| naxace       | ‘make a fire’       |
| yamaxa       | ‘paint a face’      |
| nawele       | ‘spread’            |

The underlying forms of prefixed and unprefixed forms would thus be as follows (illustrating with the progressive form of the verb).

<table>
<thead>
<tr>
<th>Unprefixed</th>
<th>Prefixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>/picenanoʔ/</td>
<td>/kepicenanoʔ/</td>
</tr>
<tr>
<td>/notoxonoʔ/</td>
<td>/kenotoxonoʔ/</td>
</tr>
<tr>
<td>/netalenoʔ/</td>
<td>/kenetalenoʔ/</td>
</tr>
<tr>
<td>/naxacenoʔ/</td>
<td>/kenaxacenoʔ/</td>
</tr>
<tr>
<td>/yamaxanoʔ/</td>
<td>/keyamaxanoʔ/</td>
</tr>
<tr>
<td>/nawelenoʔ/</td>
<td>/kenawelenoʔ/</td>
</tr>
</tbody>
</table>
Compare this with the surface form of the verbs:

<table>
<thead>
<tr>
<th>Unprefixed</th>
<th>Prefixed</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>picnano?</td>
<td>kpecnano?</td>
<td>‘cut’</td>
</tr>
<tr>
<td>notxono?</td>
<td>kentoxono?</td>
<td>‘hoe’</td>
</tr>
<tr>
<td>netleno?</td>
<td>kentaleno?</td>
<td>‘lick’</td>
</tr>
<tr>
<td>naxceno?</td>
<td>kenxaceno?</td>
<td>‘make a fire’</td>
</tr>
<tr>
<td>yamxano?</td>
<td>keymaxano?</td>
<td>‘paint a face’</td>
</tr>
<tr>
<td>nawleno?</td>
<td>kenweleno?</td>
<td>‘spread’</td>
</tr>
</tbody>
</table>

The relation between the underlying forms in (44) and surface forms in (45) is simple. Each is subject to a rule deleting the second vowel of the word.

\[ V \rightarrow \emptyset / \# CVC \_ \]

Whether the first or second stem vowel is deleted depends on whether a prefix is present.

Apart from illustrating the point that underlying forms of words may not correspond to any single column in a word’s paradigm, this discussion of Tonkawa illustrates two important characteristics of a phonological analysis. The first is that one analyzes data by advancing an initial hypothesis, and then refining the hypothesis as it becomes necessary. Thus we began with the hypothesis that the underlying forms were /picna/, /notxo/, /netle/ and so on, and were able to account for a certain amount of data based on that hypothesis, but later modified our hypothesis about underlying forms to be /picena/, /notoxo/, /netale/ and so on. In other words, although our first hypothesis turned out to be wrong, it was close to right, and we were able to identify the source of the problem in our hypothesis and correct it.

The second characteristic of our analysis is that we always seek ways to test the predictions of our hypotheses. The hypothesis that the stems are underlying /picna/, /notxo/, /netle/, etc. makes a prediction that if a vowel were ever to appear between the second and third consonants (for example due to a rule of vowel insertion), it would always be a single consistent and predictable vowel (since we are saying that it is not in the underlying form). The fact that a different vowel appears in wepceno?, wentoxo?, wentalo? and wenxaco? shows that the prediction of this hypothesis is wrong, and this forced us to consider the alternative hypothesis that the underlying form contains a vowel between the second and third consonants: this hypothesis proved to be correct. The most basic form of hypothesis testing that is done in phonology is combining presumed forms of roots and affixes, and mechanically applying the rules which we assume in the analysis. If the wrong form is produced by this test, something is wrong with the hypothesis – either the underlying forms are wrong, or the rules are stated incorrectly (or the rules are being applied in the wrong order, a point we get to in the next chapter).
Summary

Establishing the correct underlying representation for a morpheme is the most important first step in giving a phonological analysis of data. A correct underlying representation unifies surface variants of a morpheme, giving recognition of the basic “sameness” of a morpheme, regardless of variations in pronunciation which arise because phonological rules have applied. The underlying form and the system of rules are thus connected: by making the right choice of underlying form, and given the right system of rules, the rules will correctly operate on just those segments which participate in the alternation. The key to making the right decision about underlying forms is to carefully consider different hypotheses: if a segment in a morpheme has two or more surface realisations, it is often necessary to consider two or more possibilities for what is underlying – is variant [a], [b] or [c] the right choice? The main issue relevant to answering this question is knowing which variant preserves important distinctions and which neutralizes distinctions. The underlying form may not even be seen directly in any one pronunciation of a morpheme: it may be a form inferred from considering a number of specific instantiations of the morpheme.

Exercises

1 Axininca Campa
Provide underlying representations and a phonological rule which will account for the following alternations:

- **toniro** ‘palm’  
  **notioniroti** ‘my palm’
- **yaarato** ‘black bee’  
  **noyaaratoti** ‘my black bee’
- **kanari** ‘wild turkey’  
  **noyanariti** ‘my wild turkey’
- **kosiri** ‘white monkey’  
  **nynosiriti** ‘my white monkey’
- **pisiro** ‘small toucan’  
  **nowisiroti** ‘my small toucan’
- **porita** ‘small hen’  
  **noworitati** ‘my small hen’

2 Kikuyu
What is the underlying form of the infinitive prefix in Kikuyu? Give a rule that explains the nonunderlying pronunciation of the prefix:

- **γοτενγερα** ‘to run’
- **γοκοορα** ‘to root out’
- **κοορια** ‘to ask’
- **κοάτα** ‘to be able’
- **κογεερα** ‘to fetch’
- **κονινα** ‘to finish’
- **γοτουκκα** ‘to slander’
- **κογαγα** ‘to divide’
- **γοκουα** ‘to carry’
- **κορυα** ‘to cook’
- **κομενα** ‘to know’
- **γοτινα** ‘to burn’
- **κοητοκα** ‘to pass’
- **κοινα** ‘to dance’
- **γοκαγα** ‘to cut’

3 Korean
Give the underlying representations of each of the verb stems found below; state what phonological rule applies to these data. (Note: there is a vowel
harmony rule which explains the variation between final $\alpha$ and $\omega$ in the imperative, which you do not need to be concerned with.)

<table>
<thead>
<tr>
<th>Imperative</th>
<th>Conjunctive</th>
</tr>
</thead>
<tbody>
<tr>
<td>ip$\omega$</td>
<td>ipk'o</td>
</tr>
<tr>
<td>kup$\omega$</td>
<td>kupk'o</td>
</tr>
<tr>
<td>kap'k'a</td>
<td>kapk'o</td>
</tr>
<tr>
<td>čip'k'o</td>
<td>čipk'o</td>
</tr>
<tr>
<td>tata</td>
<td>tatk'o</td>
</tr>
<tr>
<td>put$\omega$</td>
<td>putk'o</td>
</tr>
<tr>
<td>mak'o</td>
<td>makk'o</td>
</tr>
<tr>
<td>čuk'o</td>
<td>čuk'k'o</td>
</tr>
<tr>
<td>ik'o</td>
<td>ikk'o</td>
</tr>
<tr>
<td>tak'a</td>
<td>takk'o</td>
</tr>
<tr>
<td>k'ak'o</td>
<td>k'akk'o</td>
</tr>
<tr>
<td>sak'o</td>
<td>sak'k'o</td>
</tr>
</tbody>
</table>

**Imperative Conjunctive**

ip$\omega$    ipk'o  ‘wear’
kup$\omega$   kupk'o  ‘bend’
kap'k'a      kapk'o  ‘pay back’
čip'k'o     čipk'o  ‘feel the pulse’
tata         tatk'o  ‘close’
put$\omega$   putk'o  ‘adhere’
mak'o        makk'o  ‘eat’
čuk'o        čuk'k'o  ‘die’
ik'o         ikk'o  ‘ripen’
tak'a        takk'o  ‘polish’
k'ak'o       k'akk'o  ‘reduce expenses’
sak'o        sak'k'o  ‘mix’

4 **Hungarian**

Explain what phonological process affects consonants in the following data (a vowel harmony rule makes suffix vowels back after back vowels and front after front vowels, which you do not need to account for). State what the underlying forms are for all morphemes.

<table>
<thead>
<tr>
<th>Noun</th>
<th>In N</th>
<th>From N</th>
<th>To N</th>
</tr>
</thead>
<tbody>
<tr>
<td>kalap</td>
<td>kalabban</td>
<td>kalapto:l</td>
<td>kalapnak</td>
</tr>
<tr>
<td>kut</td>
<td>ku:dban</td>
<td>ku:tno:l</td>
<td>ku:tnak</td>
</tr>
<tr>
<td>žak</td>
<td>žak:ban</td>
<td>žak:tno:l</td>
<td>žak:tnak</td>
</tr>
<tr>
<td>re:s</td>
<td>re:zben</td>
<td>re:stno:l</td>
<td>re:stnake</td>
</tr>
<tr>
<td>šro:f</td>
<td>šro:vbao</td>
<td>šro:ftno:l</td>
<td>šro:ftnak</td>
</tr>
<tr>
<td>laka:ž</td>
<td>laka:žban</td>
<td>laka:žtno:l</td>
<td>laka:žtnak</td>
</tr>
<tr>
<td>ketret'</td>
<td>ketret'ban</td>
<td>ketret'tno:l</td>
<td>ketret'tnake</td>
</tr>
<tr>
<td>test</td>
<td>teziben</td>
<td>testto:l</td>
<td>testnake</td>
</tr>
<tr>
<td>rab</td>
<td>rabban</td>
<td>raptto:l</td>
<td>rbnak</td>
</tr>
<tr>
<td>ka:d</td>
<td>ka:dban</td>
<td>ka:dno:l</td>
<td>ka:dtnak</td>
</tr>
<tr>
<td>meleg</td>
<td>melegben</td>
<td>melektno:l</td>
<td>melekttnak</td>
</tr>
<tr>
<td>vi:z</td>
<td>vi:zben</td>
<td>vi:ztno:l</td>
<td>vi:znak</td>
</tr>
<tr>
<td>vara:ž</td>
<td>vara:žban</td>
<td>vara:žtno:l</td>
<td>vara:žtnak</td>
</tr>
<tr>
<td>a9'</td>
<td>a9'ban</td>
<td>a9'nto:l</td>
<td>a9'ntbnak</td>
</tr>
<tr>
<td>sem</td>
<td>semben</td>
<td>semtno:l</td>
<td>semtnek</td>
</tr>
<tr>
<td>bün</td>
<td>bünben</td>
<td>bünnto:l</td>
<td>bünntek</td>
</tr>
<tr>
<td>toroñ</td>
<td>toroñban</td>
<td>toroñto:l</td>
<td>toroñtnak</td>
</tr>
<tr>
<td>fal</td>
<td>falban</td>
<td>fałtno:l</td>
<td>fałtnak</td>
</tr>
<tr>
<td>ö:r</td>
<td>ö:rban</td>
<td>ö:rsto:l</td>
<td>ö:stnek</td>
</tr>
<tr>
<td>say</td>
<td>sayban</td>
<td>saytno:l</td>
<td>saytnak</td>
</tr>
</tbody>
</table>

5 **Kuria**

Provide appropriate underlying representations and phonological rules which will account for the following data:

<table>
<thead>
<tr>
<th>Verb</th>
<th>Verb for</th>
</tr>
</thead>
<tbody>
<tr>
<td>suraanga</td>
<td>suraangera</td>
</tr>
<tr>
<td>taangata</td>
<td>taangatera</td>
</tr>
</tbody>
</table>
INTRODUCING PHONOLOGY

baamba baambera ‘fit a drum head’
reenda reendera ‘guard’
rema remera ‘cultivate’
hoora hoorera ‘thresh’
roma romera ‘bite’
sooka sookera ‘respect’
tačora tačorera ‘tear’
siika seekera ‘close’
tiga tegera ‘leave behind’
ruga rogera ‘cook’
suka sokera ‘plait’
uhuuta hootera ‘blow’
riiŋga reengera ‘fold’
siinda seendera ‘win’

6 Farsi
Give the underlying forms for the following nouns, and say what phonological rule is necessary to explain the following data:

<table>
<thead>
<tr>
<th>Singular</th>
<th>Plural</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>zæn</td>
<td>zænan</td>
<td>‘woman’</td>
</tr>
<tr>
<td>læb</td>
<td>læban</td>
<td>‘lip’</td>
</tr>
<tr>
<td>hæsud</td>
<td>hæsudan</td>
<td>‘envious’</td>
</tr>
<tr>
<td>baeradaer</td>
<td>baeradaeran</td>
<td>‘brother’</td>
</tr>
<tr>
<td>bozorg</td>
<td>bozorgan</td>
<td>‘big’</td>
</tr>
<tr>
<td>mæleke</td>
<td>mælekean</td>
<td>‘queen’</td>
</tr>
<tr>
<td>valede</td>
<td>valedean</td>
<td>‘mother’</td>
</tr>
<tr>
<td>kæbire</td>
<td>kæbirean</td>
<td>‘big’</td>
</tr>
<tr>
<td>ahu</td>
<td>ahuan</td>
<td>‘gazelle’</td>
</tr>
<tr>
<td>hamele</td>
<td>hamelean</td>
<td>‘pregnant’</td>
</tr>
<tr>
<td>bačče</td>
<td>baččegan</td>
<td>‘child’</td>
</tr>
<tr>
<td>setare</td>
<td>setaregan</td>
<td>‘star’</td>
</tr>
<tr>
<td>baende</td>
<td>baendegan</td>
<td>‘slave’</td>
</tr>
<tr>
<td>azade</td>
<td>azadegan</td>
<td>‘freeborn’</td>
</tr>
<tr>
<td>divane</td>
<td>divanegan</td>
<td>‘insane’</td>
</tr>
</tbody>
</table>

7 Tibetan
Numbers between 11 and 19 are formed by placing the appropriate digit after the number 10, and multiples of 10 are formed by placing the appropriate multiplier before the number 10. What are the underlying forms of the basic numerals, and what phonological rule is involved in accounting for these data?

<table>
<thead>
<tr>
<th>Žu</th>
<th>Žig</th>
<th>Ži</th>
<th>Žugig</th>
<th>Žu’11’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ši</td>
<td>Žibi</td>
<td>Žu’14’</td>
<td>Žišju</td>
<td>Žu’40’</td>
</tr>
<tr>
<td>Gu</td>
<td>Žugju</td>
<td>Žu’19’</td>
<td>Žugbju</td>
<td>Žu’90’</td>
</tr>
<tr>
<td>Na</td>
<td>Žuña</td>
<td>Žu’15’</td>
<td>Žuña</td>
<td>Žu’50’</td>
</tr>
</tbody>
</table>

8 Makonde
Explain what phonological rules apply in the following examples (the acute accent in these example marks stress, whose position is predictable):
### Repeated imperative

<table>
<thead>
<tr>
<th>Repeated Imp.</th>
<th>Past</th>
<th>Imperative</th>
</tr>
</thead>
<tbody>
<tr>
<td>amáŋa</td>
<td>amíle</td>
<td>áma 'move'</td>
</tr>
<tr>
<td>taváŋa</td>
<td>tavíle</td>
<td>táva 'wrap'</td>
</tr>
<tr>
<td>akáŋa</td>
<td>akíle</td>
<td>áka 'hunt'</td>
</tr>
<tr>
<td>patáŋa</td>
<td>patíle</td>
<td>póta 'twist'</td>
</tr>
<tr>
<td>tatáŋa</td>
<td>tatíle</td>
<td>tóta 'sew'</td>
</tr>
<tr>
<td>dabáŋa</td>
<td>dabíle</td>
<td>dóba 'get tired'</td>
</tr>
<tr>
<td>aváŋa</td>
<td>avíle</td>
<td>óva 'miss'</td>
</tr>
<tr>
<td>amáŋa</td>
<td>amíle</td>
<td>óma 'pierce'</td>
</tr>
<tr>
<td>tapáŋa</td>
<td>tapíle</td>
<td>tépa 'bend'</td>
</tr>
<tr>
<td>patáŋa</td>
<td>patíle</td>
<td>péta 'separate'</td>
</tr>
<tr>
<td>aváŋa</td>
<td>avíle</td>
<td>éva 'separate'</td>
</tr>
<tr>
<td>babáŋa</td>
<td>babíle</td>
<td>béba 'hold like a baby'</td>
</tr>
<tr>
<td>utáŋa</td>
<td>utíle</td>
<td>úta 'smoke'</td>
</tr>
<tr>
<td>lukáŋa</td>
<td>lukíle</td>
<td>lúka 'plait'</td>
</tr>
<tr>
<td>lumáŋa</td>
<td>lumíle</td>
<td>lúma 'bite'</td>
</tr>
<tr>
<td>ungáŋa</td>
<td>ungíle</td>
<td>únga 'tie'</td>
</tr>
<tr>
<td>iváŋa</td>
<td>ivíle</td>
<td>íva 'steal'</td>
</tr>
<tr>
<td>pitáŋa</td>
<td>pitíle</td>
<td>píta 'pass'</td>
</tr>
<tr>
<td>imbáŋa</td>
<td>imbíle</td>
<td>ímba 'dig'</td>
</tr>
<tr>
<td>limáŋa</td>
<td>limíle</td>
<td>líma 'cultivate'</td>
</tr>
</tbody>
</table>

### 9 North Saami

Posit appropriate underlying forms and any rules needed to explain the following alternations. The emphasis here should be on correctly identifying the underlying form: the exact nature of the changes seen here is a more advanced problem.

<table>
<thead>
<tr>
<th>Nominative sg.</th>
<th>Essive</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>varit</td>
<td>vanihin</td>
<td>'2-year-old reindeer buck'</td>
</tr>
<tr>
<td>oahpis</td>
<td>oahpisin</td>
<td>'acquaintance'</td>
</tr>
<tr>
<td>čoarvuš</td>
<td>čoarvušin</td>
<td>'antlers, skullcap'</td>
</tr>
<tr>
<td>lottaaš</td>
<td>lottaašin</td>
<td>'small bird'</td>
</tr>
<tr>
<td>čuoivvat</td>
<td>čuoivvak</td>
<td>'yellow-brown reindeer'</td>
</tr>
<tr>
<td>ahhkut</td>
<td>ahhkubin</td>
<td>'grandchild of woman'</td>
</tr>
<tr>
<td>suohkat</td>
<td>suohkaðin</td>
<td>'thick'</td>
</tr>
<tr>
<td>heejōš</td>
<td>heejójin</td>
<td>'poor guy'</td>
</tr>
<tr>
<td>aajjut</td>
<td>aajjübin</td>
<td>'grandchild of man'</td>
</tr>
<tr>
<td>bissobeahťet</td>
<td>bissobeahťehin</td>
<td>'butt of gun'</td>
</tr>
<tr>
<td>čeahťčtít</td>
<td>čeahťčbin</td>
<td>'children of elder brother of man'</td>
</tr>
<tr>
<td>yaaʔmin</td>
<td>yaaʔmimin</td>
<td>'death'</td>
</tr>
<tr>
<td>čuoivat</td>
<td>čuoivagin</td>
<td>'yellow-grey reindeer'</td>
</tr>
<tr>
<td>laageš</td>
<td>laagešín</td>
<td>'mountain birch'</td>
</tr>
<tr>
<td>gahpir</td>
<td>gahpirín</td>
<td>'cap'</td>
</tr>
<tr>
<td>gauhtźis</td>
<td>gauhtźisín</td>
<td>'8 people'</td>
</tr>
<tr>
<td>aaslat</td>
<td>aaslagin</td>
<td>[man's name]</td>
</tr>
<tr>
<td>baðoosošgaattśet</td>
<td>baðoosošgaattśebín</td>
<td>'bird type'</td>
</tr>
<tr>
<td>ahhküt</td>
<td>ahhkütin</td>
<td>'boring'</td>
</tr>
<tr>
<td>bahaanaalat</td>
<td>bahaanaalagín</td>
<td>'badly behaved'</td>
</tr>
<tr>
<td>beštor</td>
<td>beštorín</td>
<td>'bird type'</td>
</tr>
<tr>
<td>heevermeahtun</td>
<td>heevermeahtunín</td>
<td>'inappropriate'</td>
</tr>
</tbody>
</table>
beejot  beejohin  ‘white reindeer’
bissomeahtun  bissomeahtumin  ‘unstable’
lados  laðasin  ‘something jointed’
heaiyusmielat  heaiyusmielagin  ‘unhappy’
heajkkan  heajkkanin  ‘hanger’
yaman  yamanin  ‘something that makes noise’

(Note: You may find it useful to return to this example after reading chapter 6, and consider the formalization of this process using distinctive features.)

Further reading
In this chapter, you will broaden your understanding of how phonological systems work by
◆ looking at more complex patterns of phonological alternation
◆ seeing how complex surface patterns of alternations result from the interaction of different but related phonological rules
◆ understanding the effect of different rule orderings on how an underlying form is changed into a surface form
Phonological systems are not made up of isolated and unrelated phonological rules: there are usually significant interactions between phonological processes. This chapter concentrates on two related topics. First, the fact that a seemingly complex set of alternations can often be given a simpler explanation if you separate the effect of different rules which often happen to apply in the same form. Second, applying rules in different orders can have a significant effect on the way that a given underlying form is mapped onto a surface form.

## 5.1 Separating the effects of different rules

Very often, when you analyze phonological alternations, insights into the nature of these alternations are revealed once you realize that a word may be subject to more than one rule, each of which may affect the same segment. You should not think of a phonology as being just a collection of direct statements of the relation between underlying segments and their surface realization. Such a description is likely to be confusing and complex, and will miss a number of important generalizations. Look for ways to decompose a problem into separate, smaller parts, stated in terms of simple and general rules. The different effects which these rules can have on a segment may accumulate, to give a seemingly complex pattern of phonetic change.

### 5.1.1 Votic: palatalization and raising/fronting

The following example from Votic (Russia) illustrates one way in which the account of phonological alternations can be made tractable by analyzing the alternations in terms of the interaction between independent phonological processes. In these examples, [h] represents a velarized l.

(1) a. **Nominitive**  
varkko  
čako  
lintu  
saatu  
yaľka  
bočka  
einæ  
vævū  

b. **Partitive**  
varkkoa  
čakoa  
lintua  
saatua  
yaľkaa  
bočkaa  
einææ  
vævūae  

- **Nominative**  
  - vərkko  
    - vərkko 'net'  
  - čako  
    - čako 'cuckoo'  
  - lintu  
    - lintua 'bird'  
  - saatu  
    - saatu 'garden'  
  - yaľka  
    - yaľkaa 'foot'  
  - bočka  
    - bočkaa 'barrel'  
  - einæ  
    - einææ 'hay'  
  - vævū  
    - vævūæ 'son-in-law'

- **Partitive**  
  - vərkkoa  
    - vərkkoa 'net'  
  - čakoa  
    - čakoa 'cuckoo'  
  - lintua  
    - lintua 'bird'  
  - saatua  
    - saatua 'garden'  
  - yaľkaa  
    - yaľkaa 'foot'  
  - bočkaa  
    - bočkaa 'barrel'  
  - einææ  
    - einææ 'hay'  
  - vævūæ  
    - vævūæ 'son-in-law'

b. **Nominative**  
siili  
ľusti  

b. **Partitive**  
siiliæ  
ľustia  

- **Nominative**  
  - sili  
    - sili 'hedgehog'  
  - ľusti  
    - ľusti 'pretty'  

- **Partitive**  
  - siiliæ  
    - siiliæ 'hedgehog'  
  - ľustia  
    - ľustia 'pretty'

### 5.1.2 Votic: palatalization and raising/fronting

The following example from Votic (Russia) illustrates one way in which the account of phonological alternations can be made tractable by analyzing the alternations in terms of the interaction between independent phonological processes. In these examples, [h] represents a velarized l.
The first group of examples (1a) shows that the nominative has no suffix, and the partitive has the suffix -a or -ä (the choice depends on the preceding vowels, determined by a vowel harmony rule according to which a suffix vowel is front if the preceding vowel is front – the rule skips over the vowel [i], but if there are no vowels other than [i] preceding, the harmony rule turns the suffix vowel into a front vowel). The second group of examples (1b) illustrates roots which have /i/ as the underlying final vowel of the root. The nouns in the third group (1c) illustrate a phenomenon of final vowel raising and fronting (which we have previously seen in closely related Finnish), whereby e and ä become [i] word-finally.

(2) Final fronting/raising

mid non-round vowel → front high / #

The essential difference between the examples of (1b) and (1c) is that the forms in (1b) underlyingly end in the vowel /i/, and those in (1c) end in /e/ or /ä/. In the last set of examples (1d), the noun root underlyingly ends in the sequence /ka/, which can be seen directly in kurkä-a. However, the final CV of the root appears as [či] in the nominative kurči.

It would be unrevealing to posit a rule changing word-final /kə#/ into [či#] in one step. A problem with such a rule is that the change of a velar to a palatal conditioned by following word-final schwa is not a process found in other languages, and depends on a very specific conjunction of facts, that is, not just schwa, but word-final schwa. You may not know at this point that such a rule is not found in other languages – part of learning about phonology is learning what processes do exist in languages, something you will have a better basis for judging by the end of this book. What you can see right now is that such a rule treats it as a coincidence that the underlying final schwa actually becomes [i] on the surface by an independently necessary rule, so that much of the supposed rule applying to /kə#/ is not actually specific to /kə#/.

This alternation makes more sense once it is decomposed into the two constituent rules which govern it, namely final raising (independently motivated by the data in (c)). Applying this rule alone to final /kə/ would result in the sequence [ki]. However, [ki] is not an allowed CV sequence in this language, and a process of palatalization takes place, in accordance with the following rule:

(3) Palatalization

k → č / _ i

We can thus account for the change of underlying /kurkə/ and /sälkə/ to [kurči] and [sälči] by applying these two rules in a specific order, where the rule of vowel raising applies before palatalization, so that vowel raising is allowed to create new occurrences of the vowel [i], and those derived cases of [i] condition the application of palatalization.

(4) /kurkə/ underlying
kurki vowel raising
kurči palatalization
5.1.2 Kamba: palatalization and glide formation

There is a phonological process in Kamba (Kenya) whereby the combination of a velar consonant plus the glide \( y \) fuses into an alveopalatal affricate. This can be seen in (5), which involves the plain and causative forms of verbs. In the examples on the left, the verb is composed of the infinitive prefix /ko-/ (which undergoes a process of glide formation before another vowel, becoming \([w]\)) followed by the verb root (e.g. -\( kam \)- ‘milk’), plus an inflectional suffix -\( a \). In the righthand column we can see the causative of the same verb, which is formed by suffixing \(-y\) after the verb root before the inflectional marker -\( a \).

(5) to \( V \) to \( Cause \) to \( V \)

a. koká\( m \)á kokámyá ‘milk’
kokoná kokonyá ‘hit’
kolâambá kolâámbyá ‘lap’
kotálá kotályá ‘count’
kwaambatá kwaambatyá ‘go up’
kwaâdá kwaâdýá ‘govern’
kwéêtá kwéêtyá ‘answer’
kwïimbá kwïimbyá ‘swell’

b. košiká košîcá ‘arrive’
košálokà košáločá ‘fall’
koli količá ‘enter’
kolêêngà kolêêngjá ‘aim’
kwëëngà kwëëngjá ‘clear a field’
wåmse kwåmse ‘dry’
kw55ká kw55čá ‘gather coals’

The examples in (a) illustrate the causative affix following various non-velar consonants of the language. In (b), we see the causative of various roots which end in \( k \) or \( g \), where by analogy to the data in (a) we predict the causatives /košikyá/, /košálokyá/, /kolêêngyá/, and so on. Instead of the expected consonant sequences \( ky \), \( gy \), we find instead that the velar consonant has been replaced by an alveopalatal affricate, due to the following rule:

(6) Palatalization

\( ky, gy \rightarrow č, j \)

Examples of glide formation are seen in (5), where the vowel \( /o/ \) becomes \( [w] \) before another vowel. This process of glide formation is further illustrated in (7) and (8). In (7), we can see across all of the columns that the prefix for the infinitive is /ko/, and appears phonetically as such when it stands before another consonant. The last three data columns show that the prefixes marking different classes of objects are /mó/ for class 3, /mé/ for class 4, and /ké/ for class 7 (Kamba nouns have a dozen grammatical agreement classes, analogous to gender in some European languages).
When the verb root begins with a vowel, we would predict a sequence of vowels such as *koasya for 'to lose.' Vowel sequences are avoided in Kamba by the application of the rule of glide formation, according to which any nonlow vowel becomes a glide before another vowel.

The glide formation rule can be formalized as (9).

\[ e, o \rightarrow y, w \mid _V \]

This rule would be expected to apply to underlying forms such as /ko\-una/ 'to fetch' and /ko\-omba/ 'to mold,' since those forms have an underlying sequence of a vowel /o/ followed by another vowel. Applying that rule would result in *[kw\-u\-na]* and *[kwo\-o\-mba]*, but these are not the correct forms. We can resolve this problem once we observe that the glide [w] never appears between a consonant and the two highest round vowels [u, o] (it can appear before the vowel [ɔ], as seen in *[kw\-ɔ\-na]* 'to see' from /ko\-\-na/).

It does not help to restrict rule (9) so that it does not apply before /o, u/, since the vowel /e/ does actually undergo glide formation before these vowels (/ko\-me\-okelya/ becomes [komyo\-okelya] 'to lift them' and /ko\-me-\-\-un\-a/ becomes [komyo\-un\-a] 'to fetch them'). What seems to be a restriction on glide formation is highly specific: the round vowel fails to surface as a glide only if the following vowel is /u, o/ or /u/. Furthermore, the round vowel does not merely fail to become a glide, it actually deletes, so we can't just rewrite (9) so that it doesn't apply before [u, o] since that would give
"[kʊ̄ná] and "[kʊ̄mbá]). Two rules are required to account for these vowel-plus-vowel combinations. A very simple solution to this problem is to allow the most general form of the glide formation rule to apply, imposing no restrictions, and derive the intermediate forms kwʊ̄nɑ̄ and kwʊ̄mbɑ̄. Since we have observed that the surface sequences [Cwo] and [Cwɔ] (where “C” is “any consonant”) is lacking in the language, we may posit the following rule of glide deletion, which explains both why such sequences are lacking and what happened to the expected glide in the intermediate forms.

(10) Homorganic glide deletion

\[ w \rightarrow \emptyset / C o,u \]

The interaction between these processes, that the general glide formation rule first creates a glide, which is then deleted in a restricted subset of forms by (10), is expressed by ordering glide formation before glide deletion.

Another crucial rule interaction is between glide formation and palatalization. As we have seen, palatalization specifically applies to ky and gy, which involve glides, and glide formation creates glides from vowels, whose creating can trigger application of palatalization. This is shown in the derivation of [kočɑ̄syɑ̄] from /ko-kɛ̄-ɑ̄syɑ̄/.

(11) /ko-kɛ̄-ɑ̄syɑ̄/ underlying

kokyɑ̄syɑ̄ glide formation
kočɑ̄syɑ̄ palatalization

Thus glide formation creates phonological structures which are crucially referenced by other phonological rules.

5.1.3 Bukusu: nasal+consonant combinations

The theme which we have been developing in this chapter is that phonological grammars are composed of simpler elements that interact in sometimes complex ways, and that this factoring-out of the fundamental processes is an essential part of phonological analysis. In the examples which we have considered above, such as vowel raising/fronting and velar palatalization in Votic, or syncope and vowel raising in Tagalog, or glide formation and palatalization in Kamba, the phonological processes have been sufficiently different that it would be very difficult to subsume these processes under one rule. Often, a language may have a set of phonological changes which are very similar in nature, or which apply in very similar or even identical environments, and the question arises whether the alternations in question reflect a single phonological rule. Or, do the alternations reflect the operation of more than one independent rule, with only accidental partial similarity? Such a situation arises in Bukusu (Kenya), where a number of phonological changes affect the combination of a nasal plus a consonant. Here, we are faced with a set of similar phonological changes – changes in consonants which are
preceded by nasals – and the question is should these processes be combined into one rule?

**Place assimilation and voicing.** In the first set of examples in (12), a voicing rule makes all underlyingly voiceless consonants voiced when preceded by a nasal, in this case the prefix for the first-singular present-tense subject which is /n/. The underlying consonant at the beginning of the root is revealed directly when the root is preceded by the third-plural prefix βa-, or when there is no prefix as in the imperative.

(12)  

<table>
<thead>
<tr>
<th>(12)</th>
<th>Imperative</th>
<th>3pl pres.</th>
<th>1sg pres</th>
</tr>
</thead>
<tbody>
<tr>
<td>ča</td>
<td>βača</td>
<td>ňja</td>
<td>'go'</td>
</tr>
<tr>
<td>čexa</td>
<td>βačexa</td>
<td>ňjexa</td>
<td>'laugh'</td>
</tr>
<tr>
<td>čučuŋga</td>
<td>βačučuŋga</td>
<td>ňjučuŋga</td>
<td>'sieve'</td>
</tr>
<tr>
<td>talaanda</td>
<td>βatalaanda</td>
<td>ndalaanda</td>
<td>'go around'</td>
</tr>
<tr>
<td>teexa</td>
<td>βateexa</td>
<td>ndeexa</td>
<td>'cook'</td>
</tr>
<tr>
<td>tiira</td>
<td>βatiira</td>
<td>ndiira</td>
<td>'get ahold of'</td>
</tr>
<tr>
<td>piima</td>
<td>βapiima</td>
<td>mbiima</td>
<td>'weigh'</td>
</tr>
<tr>
<td>pakala</td>
<td>βapakala</td>
<td>mbakala</td>
<td>'writhe in pain'</td>
</tr>
<tr>
<td>ketulula</td>
<td>βaketulula</td>
<td>ňgetulula</td>
<td>'pour out'</td>
</tr>
<tr>
<td>kona</td>
<td>βakona</td>
<td>ňgona</td>
<td>'pass the night'</td>
</tr>
<tr>
<td>kula</td>
<td>βakula</td>
<td>ňgula</td>
<td>'buy'</td>
</tr>
<tr>
<td>kwa</td>
<td>βakwa</td>
<td>ňgwa</td>
<td>'fall'</td>
</tr>
</tbody>
</table>

We can state this voicing rule as follows.

(13)  

Postnasal voicing

voiceless → voiced / nasal __

You will also note that a nasal consonant always agrees in place of articulation with the following consonant, a process which we will notate informally as follows (where "αplace...αplace" means “the same place of articulation”: this will be discussed in more detail in later chapters).

(14)  

Nasal place assimilation

nasal → αplace __

The data considered so far have not given clear evidence as to what the underlying place of articulation of the first-singular subject prefix is, since that nasal always assimilates to the following consonant. To determine that the prefix is indeed /n/, we turn to the form of stems which underlyingly begin with a vowel, where there is no assimilation. In the imperative, where no prefix precedes the stem, the glide [y] is inserted before the initial vowel. (The data in (17) include examples of underlying initial [y], which is generally retained.) When the third-plural prefix /βa/ precedes the stem, the resulting vowel sequence is simplified to a single
nonhigh vowel. No rules apply to the first-singular prefix, which we can see surfaces as [n] before all vowels.

(15) Imperative 3pl pres. 1sg pres
yiixala  βeexala  niixala  ‘sit’
yaaSama  βaasama  naasama  ‘gape’
yoola  βoolu  noola  ‘arrive’
yeekesya  βeekesyan  neekesya  ‘show’

One question that we ought to consider is the ordering of the rules of voicing and place assimilation. In this case, the ordering of the rules does not matter: whether you apply voicing first and assimilation second, or assimilation first and voicing second, the result is the same.

(16) /n-kwa/ /n-kwa/
voicing  ngwa  assimilation  ṅkwa
assimilation  ngwa  voicing  ṅgwuan

The reason why the ordering does not matter is that the voicing rule does not refer to the place of articulation of the nasal, and the assimilation rule does not refer to the voicing of the following consonant.

Postnasal hardening. There is another process of consonant hardening which turns the voiced continuants into appropriate noncontinuants after a nasal: l and r become d, β becomes b, and y becomes j.

(17) Imperative 3pl pres. 1sg pres
lola  βalola  nlola  ‘look’
lasa  βalasa  ndasa  ‘shoot at’
leβa  βaleβa  nleβa  ‘push’
lwaala  βalwaala  ndwaala  ‘be sick’
ra  βara  nda  ‘put’
rara  βarara  ndara  ‘be stung’
roβa  βaroβa  nroβa  ‘ripen’
rusya  βarusya  ndusya  ‘vomit’
rya  βarya  ndya  ‘fear’
βakala  βaβakala  mbakala  ‘spread’
βala  βaβala  mbala  ‘count’
βasa  βaβasa  mbasa  ‘forge’
βoolu  βaβoolu  mboolu  ‘tell’
yama  βayama  ñjama  ‘scout’
yaaqa  βayaqa  ñjaqa  ‘scramble with’
yoola  βayoola  ñjoolu  ‘scoop’
yuula  βayuula  ñjuula  ‘snatch’

These data can be accounted for by the following rule:

(18) Postnasal hardening
voiced continuant → noncontinuant / nasal
This statement of the rule illustrates a simplification often made in the way that rules are stated: they are typically written to specify the bare essentials of the change, leaving the exact phonetic consequences of the rule to be filled in by general principles. Consider first the fact that /β/ becomes [b]: this change is accurately described just by the statement that voiced continuants become stops after nasals, since the only difference between [β] and [b] is that [β] is a continuant. However, [r] and [d] differ in two respects: first, [r] is a continuant, and second, [r] is a sonorant whereas [d] is an obstruent. The question is, what would it mean for /r/ to change into a stop which was still a sonorant (as is implied by the rule statement (18))? Sonorant stops are not common in the languages of the world, and are generally restricted to nasals. In analyzing the change of /r/ to [d] as nothing more than a change from continuant to stop, we take advantage of the fact that some changes in phonetic value are automatic side effects of general principles of possible language sounds, and need not be stated in the rule itself. In the case of the change of /r/ to [d], the subsidiary change is from sonorant to obstruent status, being brought about by the lack of oral sonorant stops in languages.

Analogous reasoning is seen in the change of /l/ to [d] after a nasal. The only other difference from the change of /r/ to [d] is that the resulting sound becomes nonlateral. What would be the result if /l/ were to simply change to being a stop? We expect a change to obstruent status, but what is a lateral obstruent? There actually is such a segment in some languages: a voiced lateral affricate [d̚] does exist in Tlingit and Navaho. But such a segment is very rare, and in particular does not exist in Bukusu. Given the knowledge that the segment [d̚] does not exist in Bukusu, you can preclude [d̚] as being the actual output of a rule which makes /l/ be a stop.

This same approach explains why /y/ becomes [j]. As with /r/ and /l/, we expect a change of /y/ to being an obstruent. There does exist an obstruent stop corresponding to /y/ found in languages, namely [j]. As with the immediately preceding case of /l/ becoming [d], we note that there is no segment [j] in Bukusu. We will discover, as we investigate phonological patterns in various languages, that it is not unusual to encounter such effects, where certain classes of segments that are the output of phonological rules are subject to minor readjustments, to bring the result of the rule into conformity with general properties of segments in the language. When the results of a rule are subject to such adjustments, to bring the output into conformity with the phonemic inventory of the language, the rule is said to be structure preserving.

The independence of voicing and hardening. You might want to state these two processes, rules (13) and (18), as a single rule which both voices voiceless stops and makes voiced continuants into stops after a nasal, since in both cases, the consonant that appears after the nasal is a voiced stop. Rather than try to accomplish all of this with a single rule, we will assume that there are two separate rules, one which accounts for voicing and the other which turns continuants into stops. This way, each rule will perform a single phonetic change in one unified context: the question of
just how much a single rule can actually do is discussed in more detail in later chapters.

**Postnasal l-deletion.** A third process affecting sequences of nasal plus consonant can be seen in the following data.

(19)  

<table>
<thead>
<tr>
<th>Imperative</th>
<th>3pl pres.</th>
<th>1sg pres</th>
</tr>
</thead>
<tbody>
<tr>
<td>a. tima</td>
<td>batima</td>
<td>ndima</td>
</tr>
<tr>
<td>taaña</td>
<td>bataaña</td>
<td>ndaaña</td>
</tr>
<tr>
<td>tiiŋa</td>
<td>batiiŋa</td>
<td>ndiiŋa</td>
</tr>
<tr>
<td>rema</td>
<td>barema</td>
<td>ndema</td>
</tr>
<tr>
<td>riina</td>
<td>bariina</td>
<td>ndiina</td>
</tr>
<tr>
<td>ruma</td>
<td>baruma</td>
<td>nduma</td>
</tr>
<tr>
<td>b. laanda</td>
<td>balaanda</td>
<td>naanda</td>
</tr>
<tr>
<td>laangwa</td>
<td>balaangwa</td>
<td>naangwa</td>
</tr>
<tr>
<td>liinda</td>
<td>baliinda</td>
<td>niinda</td>
</tr>
<tr>
<td>loma</td>
<td>baloma</td>
<td>noma</td>
</tr>
<tr>
<td>loondelela</td>
<td>baloondelela</td>
<td>noondelela</td>
</tr>
<tr>
<td>luma</td>
<td>baluma</td>
<td>numa</td>
</tr>
</tbody>
</table>

The examples in (a) show the effect of rules of voicing and consonant hardening, applying as expected to /t/ and /r/. However, the examples in (b) show the deletion of underlying /l/ after a nasal. These examples contrast with the first set of examples in (17), where the root also begins with underlying /l/: the difference between the two sets of verbs is that in the second set, where /l/ deletes, the following consonant is a nasal, whereas in the first set where /l/ does not delete, the next consonant is not a nasal.

The significance of the examples in (19a) is that although underlying /t/, /l/ and /r/ all become [d] after a nasal, the deletion of an underlying consonant in the environment N _ VN only affects underlying /l/. Since the voicing and hardening rules would neutralize the distinction between the three consonants after a nasal but in fact /l/ acts differently from /t/ and /r/ in the context N _ VN, we can deduce that there must be a rule deleting /l/ – but not /t/ or /r/ – in this context.

(20)  

l-deletion  

\[ l \rightarrow \emptyset / \text{nasal} \_ \text{V nasal} \]

Furthermore, this rule clearly must apply before the hardening rule changes /l/ into [d] after a nasal, since otherwise there would be no way to restrict this rule to applying only to underlying /l/. Once the hardening rule (18) applies, underlying /n-liinda/ would become n-diinda, but /n-riina/ would also become n-diina. Once that has happened, there would be no way to predict the actual pronunciations [niinda] and [ndiina].

On the other hand, if you were to apply the l-deletion rule first, the rule could apply in the case of /n-liinda/ to give [niinda], but would not apply to /n-riina/ because that form does not have an l: thus by crucially ordering
the rules so that l-deletion comes first, the distinction between /l/, which deletes, and /r/, which does not delete, is preserved.

**Nasal degemination.** Another phonological process applies to consonants after nasal consonants. When the root begins with a nasal consonant, the expected sequence of nasal consonants simplifies to a single consonant.

\[
\begin{array}{cccc}
\text{Imperative} & \text{3pl pres.} & \text{1sg pres} \\
\text{mala} & \beta \text{mala} & \text{mala} & \text{‘finish’} \\
\text{many} & \beta \text{many} & \text{many} & \text{‘know’} \\
\text{meela} & \beta \text{meela} & \text{meela} & \text{‘get drunk’} \\
\text{\textcircled{\eta}oola} & \beta \text{\textcircled{\eta}oola} & \text{\textcircled{\eta}oola} & \text{‘see into the spirit world’} \\
\text{\textcircled{n}} & \beta \text{\textcircled{n}} & \text{\textcircled{n}} & \text{‘defecate’} \\
\text{\textcircled{\eta}ana} & \beta \text{\textcircled{\eta}ana} & \text{\textcircled{\eta}ana} & \text{‘chew’} \\
\text{\textcircled{n}wa} & \beta \text{\textcircled{n}wa} & \text{\textcircled{n}wa} & \text{‘drink’} \\
\end{array}
\]

Thus, in the case of *mala* ‘I finish,’ the underlying form would be /n-mala/ which would undergo the place assimilation rule (14), resulting in */n\text{mala}*. According to the data we have available to us, there are no sequences of identical consonants in the language, so it is reasonable to posit the following rule.

\[C_iC_i \rightarrow C_i\]

The information notation “\(C_iC_i\)” means “two consonants with the same value.”

**Nasal deletion.** The final process which applies to sequences of nasal plus consonant is one deleting a nasal before a voiceless fricative.

\[
\begin{array}{cccc}
\text{Imperative} & \text{3pl pres.} & \text{1sg pres} \\
\text{fuma} & \beta \text{fuma} & \text{fuma} & \text{‘spread’} \\
\text{fuundixa} & \beta \text{fuundixa} & \text{fuundixa} & \text{‘knot’} \\
\text{fwa} & \beta \text{fwa} & \text{fwa} & \text{‘die’} \\
\text{xala} & \beta \text{xala} & \text{xala} & \text{‘cut’} \\
\text{xalaanga} & \beta \text{xalaanga} & \text{xalaanga} & \text{‘fry’} \\
\text{xweesa} & \beta \text{xweesa} & \text{xweesa} & \text{‘pull’} \\
\text{seesa} & \beta \text{seesa} & \text{seesa} & \text{‘winnow’} \\
\text{siimbwa} & \beta \text{siimbwa} & \text{siimbwa} & \text{‘have indigestion’} \\
\text{somya} & \beta \text{somya} & \text{somya} & \text{‘teach’} \\
\text{sukuwa} & \beta \text{sukuwa} & \text{sukuwa} & \text{‘rub legs’} \\
\text{sy} & \beta \text{sy} & \text{sy} & \text{‘grind’} \\
\end{array}
\]

The predicted underlying form of *fuma* ‘I spread’ is /n-fuma/, which contains a sequence of nasal plus fricative. However, our data indicate that this sequence does not appear anywhere in the language, so we may presume that such sequences are eliminated by the following rule of nasal deletion.
Nasal deletion
nasal → Ø / _ voiceless continuant

Summary. We have found in Bukusu that there are a number of phonological processes which affect N+C clusters, by voicing, hardening, or deleting the second consonant, or deleting the nasal before a nasal or a voiceless fricative.

Postnasal voicing (13)
voiceless → voiced / nasal _

Nasal place assimilation (14)
nasal → αplace / _

l-deletion (20)
l → Ø / nasal _ V nasal

Postnasal hardening (18)
voiced continuant → stop / nasal _

Degemination (22)
C_iC_ → C_i

Nasal deletion (24)
nasal → Ø / _ voiceless continuant

Despite some similarity in these processes, in that they apply in the same general environment, there is no reasonable way to state these processes as one single rule.

In addition to showing how a complex system of phonological alternations decomposes into simpler, independent, and partially intersecting rules, the preceding analyses reveal an important component of phonological analysis, which is observing regularities in data, such as the fact that Bukusu lacks any consonant sequences composed of a nasal plus a fricative on the surface.

This raises the question how we are to determine that such observations about data are empirically valid: how do we know that the data which we see are representative of the whole language? The confidence with which hypotheses can be made is a function of size of the database available for testing the hypothesis. If a corpus contains only one or two examples, it is very hard to give any level of confidence to the general correctness of any observations made from such a small corpus; on the other hand, if the available corpus contains tens of thousands of datapoints, a much higher level of confidence can be assigned to inferences about the language (provided that the datapoints are taken from various areas of the language: ten thousand examples of verbs in the past tense will tell you little about what will be seen in plural nouns). Even so, a hypothesis supported by tens of thousands of observations may be falsified by the next observation.

5.1.4 Kimatuumbi
The following data from Kimatuumbi illustrate the different surface realizations of the noun-class prefixes (nouns are assigned lexically or syntactically to different classes, conventionally numbered between 1 and 21). What phonological rule applies in these examples?

<table>
<thead>
<tr>
<th>Class</th>
<th>C-initial noun</th>
<th>V-initial noun</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>mi-kaáte</td>
<td>‘loaves’</td>
</tr>
<tr>
<td>5</td>
<td>li-kuŋuúnda</td>
<td>‘filtered beer’</td>
</tr>
<tr>
<td></td>
<td>my-oótó</td>
<td>‘fires’</td>
</tr>
<tr>
<td></td>
<td>ly-oowá</td>
<td>‘beehive’</td>
</tr>
</tbody>
</table>
The examples in (27) illustrate one of the results of an optional rule deleting the vowel u after m, hence in these words, the prefix /mu/ can be pronounced in two ways, one with u and one without u. There is an independent rule in the language which assimilates a nasal to the place of articulation of the following consonant (we have seen that rule in previous Kimatuumbi data in chapters 3 and 4). What other phonological process is illustrated by the following data? (An alternative transcription of this form would be ŋŋ:wesa: the point of writing this as [ŋw] is to make clear that there is a change in the nature of the initial segment, and not the addition of another segment.)

(27) Unreduced form Reduced form
mu-wesa . . . ŋ-ŋ"esa ‘you (pl) can’
mu-wikiliile ŋ-ŋ"ikiliile ‘you (pl) covered’
mu-yikiliile ŋ-ŋyikiliile ‘you (pl) agreed’
muy-ŋyooutite ŋ-ŋyŋyooutite ‘you (pl) whispered’
mu-wuungkino ŋ-ŋ"wungo ‘in the civet’
muyuiga ŋ-ŋuiga ‘in the body’

(This rule only applies between nasals and glides in separate morphemes.)

The examples in (28) illustrate the point that nouns which are in class 7 in the singular (which is marked with the prefix ki-) have their plural in class 8 (with the prefix i-). The plural locative form gives further illustration of a phonological process which has previously been motivated for the language, in this section.

(28) Singular (cl 7) Plural (cl 8) Plural locative
ki-báo i-báo mwii-báo ‘stool’
ki-bigá i-bigá mwii-bigá ‘pot’
ki-bíliítu i-bíliítu mwii-bíliítu ‘box of matches’
ki-bógoyó i-bógoyó mwii-bógoyó ‘toothless person’

How do you explain the following examples of nouns, which also have singulars in class 7 and plurals in class 8, given that the class prefixes in these examples are underlyingly /ki-/ and /i/-?

(29) Singular (cl 7) Plural (cl 8) Plural locative
kyáai yáai muyáai ~ ŋnáai ‘soup pot’
kyaáka yaáka muyaáka ~ ŋnááka ‘bush’
Besides showing how greater generality can often be achieved by splitting a process into smaller pieces, these examples have illustrated that the application of one rule can bring into existence new environments where the second rule can apply, an environment which did not exist in the underlying form. What we observed happening in these cases was that both of the rules applied. Not all interactions between phonological processes have this characteristic – sometimes applying one rule presents a second rule from applying – and in this section we consider some of the effects of different rule orderings.

5.2 Different effects of rule ordering

5.2.1 Lamba: harmony and palatalization

The following data illustrate the interaction between a rule of vowel harmony and a palatalization rule in the language Lamba (Zambia):

<table>
<thead>
<tr>
<th>(30)</th>
<th>Plain</th>
<th>Passive</th>
<th>Neuter</th>
<th>Applied</th>
<th>Reciprocal</th>
</tr>
</thead>
<tbody>
<tr>
<td>čita</td>
<td>čitwa</td>
<td>čitika</td>
<td>čitila</td>
<td>čitana</td>
<td>‘do’</td>
</tr>
<tr>
<td>tula</td>
<td>tulwa</td>
<td>tulika</td>
<td>tulila</td>
<td>tulana</td>
<td>‘dig’</td>
</tr>
<tr>
<td>četa</td>
<td>četwa</td>
<td>četeka</td>
<td>četela</td>
<td>četana</td>
<td>‘spy’</td>
</tr>
<tr>
<td>soŋka</td>
<td>soŋkwa</td>
<td>soŋkeka</td>
<td>soŋkela</td>
<td>soŋkana</td>
<td>‘pay tax’</td>
</tr>
<tr>
<td>pata</td>
<td>patwa</td>
<td>patika</td>
<td>patila</td>
<td>patana</td>
<td>‘scold’</td>
</tr>
<tr>
<td>fiša</td>
<td>fiswa</td>
<td>fišika</td>
<td>fišila</td>
<td>fisana</td>
<td>‘hide’</td>
</tr>
<tr>
<td>česa</td>
<td>česwa</td>
<td>česeka</td>
<td>česela</td>
<td>česana</td>
<td>‘cut’</td>
</tr>
<tr>
<td>kosa</td>
<td>koswa</td>
<td>koseka</td>
<td>kosela</td>
<td>kosana</td>
<td>‘be strong’</td>
</tr>
<tr>
<td>lasa</td>
<td>laswa</td>
<td>lašika</td>
<td>lašila</td>
<td>lasana</td>
<td>‘wound’</td>
</tr>
<tr>
<td>masa</td>
<td>maswa</td>
<td>mašika</td>
<td>mašila</td>
<td>masana</td>
<td>‘plaster’</td>
</tr>
<tr>
<td>šika</td>
<td>šikwa</td>
<td>šičika</td>
<td>šičila</td>
<td>šikana</td>
<td>‘bury’</td>
</tr>
<tr>
<td>seka</td>
<td>sekwa</td>
<td>sekeka</td>
<td>sekela</td>
<td>sekana</td>
<td>‘laugh at’</td>
</tr>
<tr>
<td>poká</td>
<td>pokwa</td>
<td>pokeka</td>
<td>pokela</td>
<td>pokana</td>
<td>‘receive’</td>
</tr>
<tr>
<td>kaka</td>
<td>kakwa</td>
<td>kačika</td>
<td>kačila</td>
<td>kakana</td>
<td>‘tie’</td>
</tr>
<tr>
<td>fuka</td>
<td>fukwa</td>
<td>fučika</td>
<td>fučila</td>
<td>fukana</td>
<td>‘creep’</td>
</tr>
</tbody>
</table>

In order to see what these data show, we must first understand the morphological structure of these words, a step which leads us to realize that the pronunciation of certain morphemes changes, depending on their phonetic context. Verbs in Lamba are composed of a root of the form CV(C)C, an optional derivational affix marking passive, neuter, applied or reciprocal, and a word-final suffix -a which marks the form as being a verb. The underlying forms of the passive and reciprocal suffixes are clearly -w- and -an-, since they exhibit no phonetic variations. The neuter and applied suffixes appear phonetically as -ik- and -ek-, -il- and -el-. The choice of vowel in the suffix is determined by the vowel which precedes the suffix: if the verb root contains the vowel i, u or a the suffix has the vowel i,
and if the root contains the vowel e or o the suffix has the vowel e. The group of vowels i, u, a is not a natural phonetic class, so it is implausible that the suffixes are underlyingly -el- and -ek- with -il- and -ik- being derived by a rule. The class of vowels e, o is the phonetic class of mid vowels; it is thus evident that this language has a vowel harmony rule which assimilates underlying high vowels (in the suffixes /il/ and /ik/) to mid vowels when they are preceded by mid vowels.

(31) **Height harmony**  
    \( i \rightarrow e / \text{mid vowel} \) 

There is an alternation in the realization of certain root-final consonants. As shown in examples such as *kaka* ~ *kačika* and *lasa* ~ *lašika*, the velar consonants and the alveolar continuant s become alveopalatals when they are followed by the vowel i, by a process of palatalization.

(32) **Palatalization**  
    \( k, s \rightarrow č, š / _i \) 

The interaction between these processes is seen in words which could in principle undergo both of these processes: roots with the vowel e or o, and the final consonant k or s. The example *sekeka* ‘laugh at’ from */sek-ik-a/* shows how these processes interact. Suppose, first, that palatalization were to apply before vowel harmony. Since the underlying representation has the sequence /ki/ which is required by palatalization, that rule would apply. Subsequently, vowel harmony would assimilate /i/ to [e] after /e/, giving the wrong surface result. This is illustrated below in a derivation which spells out the results of applying first palatalization, then height harmony.

(33) */sek-ik-a/*  
    \begin{align*} 
    \text{underlying} & \\
    \text{sečika} & \quad \text{palatalization} \\
    *\text{sečeka} & \quad \text{height harmony} 
    \end{align*} 

Thus, applying the rules in this order gives the wrong results: this order cannot be correct.

On the other hand, if we apply the processes in the other order, with height harmony applying before palatalization, then the correct form is generated.

(34) */sek-ik-a/*  
    \begin{align*} 
    \text{underlying} & \\
    \text{sekeka} & \quad \text{height harmony} \\
    \text{(not applicable)} & \quad \text{palatalization} 
    \end{align*} 

5.2.2 Voicing and epenthesis

Lithuanian. Another example which illustrates how an earlier rule can change a form in such a way that a later rule can no longer apply is
found in Lithuanian. There is a process of voicing assimilation in Lithuanian whereby obstruents agree in voicing with an immediately following obstruent. This rule applies in the following examples to the verbal prefixes /at/ and /ap/.

(35) a. /at/  
   at-eiti  ‘to arrive’  
   at-imti  ‘to take away’  
   at-neštį  ‘to bring’  
   at-leisti  ‘to forgive’  
   at-liktį  ‘to complete’  
   at-ko:ti  ‘to rise’  
   at-prаš:ti  ‘to ask’  
   at-kurti  ‘to reestablish’  

   /ap/  
   ap-eiti  ‘to circumvent’  
   ap-ieško:ti  ‘to search everywhere’  
   ap-akti  ‘to become blind’  
   ap-mo:ki:ti  ‘to train’  
   ap-temdi:ti  ‘to obscure’  
   ap-šaukti  ‘to proclaim’  

b. /at/  
   ad-bekti  ‘to run up’  
   ad-gauti  ‘to get back’  
   ad-bukti  ‘to become blunt’  
   ad-gimti  ‘to be born again’  

   /ap/  
   ab-gauti  ‘to deceive’  
   ab-žureti  ‘to have a look at’  
   ab-želti  ‘to become overgrown’  
   ab-dauži:ti  ‘to damage’  
   ab-draski:ti  ‘to tear’  

We would assume that the underlying forms of the prefixes are /at/ and /ap/, and that there is a rule which voices obstruents before voiced obstruents.

(36) Voicing assimilation  
    obstruent → voiced | _ voiced obstruent

The alternative hypothesis would be that the prefixes are underlyingly /ad/ and /ab/. However, there is no natural context for describing the process of devoicing. Although devoicing of voiced obstruents before voiceless obstruents is quite natural, assuming that the prefixes have underlying voiced obstruents would also require the consonant to be devoiced before vowels and sonorant consonants, in order to account for the supposed derivations /ad-eiti/ → [ateiti], /ab-eiti/ → [apeiti], /ad-neštį/ → [atneštį] and /ab-mo:ki:ti/ → [apmo:ki:ti]. But there is clearly no constraint against voiced obstruents before vowels and sonorants in this language (in fact, no language has ever been attested with a rule of consonant devoicing where the conditioning environment is a following vowel). On the basis of this reasoning, we conclude that the prefixes have underlying voiceless consonants.
When the initial consonant of the root is an alveolar stop, the vowel [i] appears after the prefix /at/, and similarly when the initial consonant is a bilabial stop, [i] is inserted after the consonant of /ap/.

(37) ati-duoti ‘to give back’
ati-dari:ti ‘to open’
ati-det:ti ‘to delay’
ati-teisti ‘to adjudicate’
api-berti ‘to strew all over’
api-begti ‘to run around’
api-puti ‘to grow rotten’

Given just the voicing assimilation rule, you would expect forms such as *[adduoti], *[abberti] by analogy to [adbekti] and [abdužti]. Lithuanian does not allow sequences of identical consonants, so to prevent such a result, an epenthetic vowel is inserted between homorganic obstruent stops (which is notated in the rule by placing “alpha” under each of the consonants).

(38) Epenthesis

∅ → i / obstruent stop _obstruent stop
[alpha] [alpha]

The ordering of these rules is important: epenthesis (38) must apply before voicing assimilation, since otherwise the prefix consonant would assimilate the voicing of the root-initial consonant and would then be separated from that consonant by the epenthetic vowel. The result of applying the voicing assimilation rule first would be to create [adduoti], [abberti], and then this would undergo vowel epenthesis to give incorrect *[adiduoti], *[abiberti]. If, on the other hand, epenthesis is the first rule applied, then underlying /at-duoti/ becomes [atiduoti] and /ap-berti/ becomes [apiberti]. Epenthesis eliminates the underlying cluster of obstruents, preventing the voicing rule from applying.

Armenian. Interestingly, a similar pair of rules exists in the New Julfa (Iran) dialect of Armenian, but they apply in the opposite order. If rules apply in a particular order, you would expect to find languages with essentially the same rules A and B where A precedes B in one language and B precedes A in another: this is what we find in comparing Armenian and Lithuanian.

The first-singular future prefix is underlingly k-, as shown in (39a), where the prefix is added to a vowel-initial stem. That /k/ assimilates voicing and aspiration from an obstruent which immediately follows it underlingly (but not across a vowel). In addition, initial consonant clusters are broken up by an epenthetic schwa. As the data in (39b) show, the prefix consonant first assimilates to the initial consonant of the root, and then is separated from that consonant by schwa.
The difference between this dialect of Armenian and Lithuanian is that vowel epenthesis applies before consonant assimilation in Lithuanian but after that rule in Armenian, so that in Armenian both epenthesis and assimilation can apply to a given word, whereas in Lithuanian applying epenthesis to a word means that assimilation can no longer apply.

5.2.3 Lomongo: B-deletion and resolution of vowel hiatus

Sometimes, what needs to be remarked about the interaction between processes is the failure of one rule to apply to the output of another rule. This is illustrated in (40), (41) and (46) with examples from Lomongo (Congo). The first four examples demonstrate the shape of the various subject prefixes when they stand before a consonant.

The underlying forms of the subject prefixes are /N/ (which stands for a nasal consonant, whose exact place of articulation cannot be determined), /o/, /a/, /to/, /lo/ and /ba/. There is a vowel harmony process assimilating the closed vowel /o/ to the open vowel /ɔ/ when the following syllable contains either of the open vowels /ɛ/ or /ɔ/, and the prefix for first-singular subject assimilates in place of articulation to the following consonant.

The examples in (41) show how the subject prefixes are realized if the verb root begins with a vowel.
When the first-singular subject prefix stands before the root, it has the shape [nj], which we will treat as being the result of insertion of [j] between the prefix and a vowel-initial root. (We might also assume the prefix /n/, which simplifies before a consonant, since such three-consonant sequences, viz. /n-ñnga/, do not exist in the language.)

Consonant epenthesis

\[\emptyset \rightarrow j / n + \_ V\]

The vowel /a/ deletes before another vowel, as shown by the third-singular and third-plural forms /a-\(\varepsilon\)na/ \(\rightarrow\) [\(\varepsilon\)na] and /ba-\(\varepsilon\)na/ \(\rightarrow\) [b\(\varepsilon\)na].

Vowel truncation

\[a \rightarrow \emptyset / \_ V\]

The prefixes /o/, /to/, and /lo/ undergo a process of glide formation where /o/ becomes [w] before a vowel.

Glide formation

\[o \rightarrow w / \_ V\]

In the case of /to/ and /lo/ a further process affricates these consonants before a glide.

Affrication

\[t, l \rightarrow t^\prime, j / \_ w\]

This affrication process must apply after glide formation, since it applies to a sequence of consonant plus glide that is created by the application of glide formation from an underlying consonant-plus-vowel sequence. The final set of examples illustrates verb roots which underlyingly begin with the consonant /b/. As these data show, when underlying /b/ is preceded by a vowel, it is deleted.

\[\text{Imp} \quad 1\text{sg} \quad 2\text{sg} \quad 3\text{sg} \quad 1\text{pl} \quad 2\text{pl} \quad 3\text{pl}\]

\begin{align*}
\text{bina} & \quad \text{mbina} & \quad \text{oina} & \quad \text{aina} & \quad \text{toina} & \quad \text{loina} & \quad \text{baina} & \quad \text{‘dance’} \\
\text{bota} & \quad \text{mbota} & \quad \text{oota} & \quad \text{aota} & \quad \text{toota} & \quad \text{loota} & \quad \text{baota} & \quad \text{‘beget’}
\end{align*}

Thus, surface [oina] derives from /obina/ and [baina] derives from /babina/, via the following rule.
In this case, even though deletion of /b/ creates new sequences of o+V and a+V which could in principle undergo the rules of a-deletion and glide formation, those rules do not in fact apply. In other words, in this case the grammar must contain some kind of explicit statement regarding the interaction of these processes, such as an explicit ordering of the rules, which guarantees that the output of b-deletion does not undergo glide formation or a-deletion. By ordering the b-deletion rule so that it applies after the glide formation and vowel truncation rules, we explain why those two rules fail to apply, just in case the consonant b is deleted intervocalically. The ordering where b-deletion precedes vowel truncation and glide formation, illustrated in (48b), results in ungrammatical forms, which shows that that ordering of the rules is incorrect. ("NA" means that the rule cannot apply, because the conditions called for in the rule are not satisfied in the string.)

Lomongo thus provides an example of the failure of rules – especially vowel truncation and glide formation – to apply to the output of a specific rule – b-deletion – which we explain by ordering b-deletion after the vowel rules.

5.2.4 Examples for discussion

Karok. These data from Karok (California) illustrate three interacting phonological processes. Comment on the underlying forms of the following words, state what phonological rules are motivated, and discuss the order in which these processes apply.

(49)  Imperative  1sg  3sg
pasip    nipasip   ?upasip   ‘shoot’
si:tva   niši:tva   ?usi:tva   ‘steal’
kifnuk    nikifnuk   ?ukifnuk   ‘stoop’
suprih    nišuprih   ?usuprih   ‘measure’
?aktuv    ni?aktuv   ?u?aktuv   ‘pluck at’
Shona. Often, a seemingly complex problem can be significantly simplified by breaking the problem up into a few interacting processes. If you look at the phonetic realizations of the passive suffix in Shona (Zimbabwe), you see that there are seven different manifestations of this suffix. However, this considerable range of variation can be explained in terms of a much smaller set of very general phonological rules, whose interaction results in many surface realizations of the suffix.

(50)

<table>
<thead>
<tr>
<th>Active</th>
<th>Passive</th>
<th>Active</th>
<th>Passive</th>
</tr>
</thead>
<tbody>
<tr>
<td>fiika</td>
<td>fiikwa</td>
<td>diba</td>
<td>dibya</td>
</tr>
<tr>
<td>p’ugama</td>
<td>p’ugamga</td>
<td>pepa</td>
<td>pepxa</td>
</tr>
<tr>
<td>bufa</td>
<td>bufywa</td>
<td>ruma</td>
<td>rumga</td>
</tr>
<tr>
<td>rova</td>
<td>rovywa</td>
<td>maña</td>
<td>maŋya</td>
</tr>
<tr>
<td>sunga</td>
<td>sungwa</td>
<td>kwaša</td>
<td>kwašixa</td>
</tr>
<tr>
<td>tenga</td>
<td>tengwa</td>
<td>funga</td>
<td>fungwa</td>
</tr>
<tr>
<td>tamba</td>
<td>tambya</td>
<td>b’unza</td>
<td>b’unzγwa</td>
</tr>
<tr>
<td>imba</td>
<td>imbya</td>
<td>gara</td>
<td>garywa</td>
</tr>
<tr>
<td>set’a</td>
<td>set’xwa</td>
<td>re’ya</td>
<td>re’γwa</td>
</tr>
<tr>
<td>tapa</td>
<td>tapxa</td>
<td>βēza</td>
<td>βezγwa</td>
</tr>
<tr>
<td>rega</td>
<td>regwa</td>
<td>ib’ya</td>
<td>ib’γya</td>
</tr>
<tr>
<td>šuža</td>
<td>šužγwa</td>
<td>taša</td>
<td>tašxwa</td>
</tr>
<tr>
<td>peta</td>
<td>petxwa</td>
<td>danγa</td>
<td>danxwa</td>
</tr>
<tr>
<td>ona</td>
<td>onγwa</td>
<td>ita</td>
<td>itxwa</td>
</tr>
<tr>
<td>doka</td>
<td>dokwa</td>
<td>seka</td>
<td>sekwa</td>
</tr>
<tr>
<td>fesa</td>
<td>fesxwa</td>
<td>rasa</td>
<td>rasxwa</td>
</tr>
<tr>
<td>raŋa</td>
<td>raŋγwa</td>
<td>peŋa</td>
<td>peŋya</td>
</tr>
<tr>
<td>goča</td>
<td>goçxwa</td>
<td>šika</td>
<td>šikwa</td>
</tr>
<tr>
<td>d’id’a</td>
<td>d’id’γwa</td>
<td>fuka</td>
<td>fukwa</td>
</tr>
<tr>
<td>famba</td>
<td>fambya</td>
<td>nand’ya</td>
<td>nand’γya</td>
</tr>
<tr>
<td>gada</td>
<td>gadywa</td>
<td>řata</td>
<td>řatxwa</td>
</tr>
<tr>
<td>tuma</td>
<td>tumγa</td>
<td>tora</td>
<td>torywa</td>
</tr>
<tr>
<td>oŋa</td>
<td>oŋwa</td>
<td>rima</td>
<td>rimγa</td>
</tr>
<tr>
<td>sefa</td>
<td>sefxa</td>
<td>kweža</td>
<td>kwežγwa</td>
</tr>
<tr>
<td>Žuža</td>
<td>Žužγwa</td>
<td>guruva</td>
<td>guruγya</td>
</tr>
<tr>
<td>maŋa</td>
<td>maŋγwa</td>
<td>miňa</td>
<td>miňγwa</td>
</tr>
</tbody>
</table>

The precise rules which you postulate will depend on what you assume to be the underlying form of the passive suffix, since there are two plausible underlying forms for the suffix, based on the data above. The phonological
alternations seen in the following examples are relevant to deciding what
the underlying form of the passive suffix is (and therefore exactly how
these phonological alternations are to be analyzed). These inflected forms
involve a prefix marking the subject, followed by one of various tense
markers such as -ča-, -no-, and -a-, or no marker, finally followed by the verb
stem.

(51) Subjunctive Future
urime  ‘that you (sg) plow’ učarima  ‘you (sg) will plow’
murime  ‘that you (pl) plow’ mučarima  ‘you (pl) will plow’
turime  ‘that they (tiny) plow’ tučarima  ‘they (tiny) will plow’
kunat’e  ‘that there be nice’ kučanat’a  ‘there will be nice’

Habitual Recent past
unorima  ‘you (sg) plow’ warima  ‘you (sg) plowed’
munorima  ‘you (pl) plow’ mjarima  ‘you (pl) plowed’
tunorima  ‘they (tiny) plow’ txwarima  ‘they (tiny) plowed’
kunonat’a  ‘there is nice’ kwanat’a  ‘there was nice’

A further fact which is relevant to deciding on the correct analysis is that
[y], [x] do not appear after vowels or at the beginning of a word.

Klamath. The data in (52)–(56) from Klamath (Oregon) illustrate two
processes. The first deaspirates and deglottalizes consonants before
obstruents, before glottalized and voiceless resonants, as well as in word-
final positions. The examples in (52) illustrate plain voiceless obstruents,
which do not undergo any phonetic alternations. The data below involve
a range of inflectionally and derivationally related word forms: the com-
mon root is underlined (the last form in this set also illustrates an alter-
nation between i and y’, which is not crucial).

(52) la:p-a  ‘two (obj.)’ la:p  ‘two’
skot-a  ‘puts on a blanket’ skot-pli  ‘puts on a blanket again’
q’la:γ-aksi  ‘Blueberry Place’ q’la:γ  ‘blueberry (sp)’
poq-a  ‘bakes camas’ poq-s  ‘camas root’
laqi  ‘is rich’ laqv’a:ka  ‘little chief’

The data in (53) provide examples of underlyingly glottalized obstruents,
which become plain voiceless consonants unless they are followed by a
vowel or plain sonorant.

(53) p’ak’-a  ‘smashes’ p’ak-ska  ‘chips off (intr)’
?e:t’-a  ‘distributes’ se?e:t-s  ‘Saturday’
poq-paq’-a  ‘becomes dusty’ poq-tki  ‘becomes dusty’
č’ak’-a  ‘melts (intr)’ č’ak-tki  ‘melts (as butter)’
?i?č’i/č’-a  ‘makes shavings’ kč’i/č’-ta  ‘scrapes ones foot on’
č’loq’-a  ‘is smooth’ č’loq-tki  ‘becomes slick’
Data in (53) show that aspirated consonants deaspirate in this same context.

The second process, syncope, deletes a short vowel from the first syllable of a stem when preceded by a CV prefix and followed by CV.

What do these examples show about the interaction of these two processes?

Summary

Systems of phonological alternations in most languages involve a number of rules. This interaction means that you must discern the effects of individual rules, rather than subsume all alternations under one complex do-everything rule. A rule changes a given set of segments in a uniform manner, in a specified environment. So even when a language like Bukusu has a number of rules pertaining to sequences of nasal plus consonant – rules which have in common a single context...
NC – there may be quite a number of specific rules that apply in that context. Besides identifying what rules exist in a language, you must also determine what the proper ordering of those rules is. The correct order of a pair of rules can be determined by applying the rules very literal-mindedly in both of the logically possible orders.

### Exercises

#### 1 Kerewe

What two tone rules are motivated by the following data? Explain what order the rules apply in.

<table>
<thead>
<tr>
<th>to V</th>
<th>to V e.o</th>
<th>to V for</th>
<th>to V for e.o.</th>
</tr>
</thead>
<tbody>
<tr>
<td>kubala</td>
<td>kubalana</td>
<td>kubalila</td>
<td>kubalilana</td>
</tr>
<tr>
<td>kugayava</td>
<td>kugayilana</td>
<td>kugayilana</td>
<td></td>
</tr>
<tr>
<td>kugala</td>
<td>kugilana</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kubala</td>
<td>kubalana</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kuluma</td>
<td>kulumila</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kusuna</td>
<td>kusunila</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kulaba</td>
<td>kulabila</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>to V us</th>
<th>to V it</th>
<th>to V for us</th>
<th>to V for it for us</th>
</tr>
</thead>
<tbody>
<tr>
<td>kutubala</td>
<td>kutubalila</td>
<td>kutubalilana</td>
<td>kutubalilana</td>
</tr>
<tr>
<td>kutugaya</td>
<td>kutugayilana</td>
<td>kutugayilana</td>
<td></td>
</tr>
<tr>
<td>kutugula</td>
<td>kutugulila</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kutubala</td>
<td>kutubalana</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kutuluma</td>
<td>kutulumila</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kutusuna</td>
<td>kutusunila</td>
<td></td>
<td></td>
</tr>
<tr>
<td>kutulaba</td>
<td>kutulabila</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### 2 Polish

What phonological rules are motivated by the following examples, and what order do those rules apply in?

<table>
<thead>
<tr>
<th>Singular</th>
<th>Plural</th>
<th>Singular</th>
<th>Plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>klup</td>
<td>klubi</td>
<td>‘club’</td>
<td>trup</td>
</tr>
<tr>
<td>dom</td>
<td>domi</td>
<td>‘house’</td>
<td>snop</td>
</tr>
<tr>
<td>zwup</td>
<td>zwobi</td>
<td>‘crib’</td>
<td>trut</td>
</tr>
<tr>
<td>dzvon</td>
<td>dzvoni</td>
<td>‘bell’</td>
<td>kot</td>
</tr>
<tr>
<td>lut</td>
<td>lodi</td>
<td>‘ice’</td>
<td>grus</td>
</tr>
<tr>
<td>nos</td>
<td>nosi</td>
<td>‘nose’</td>
<td>vus</td>
</tr>
<tr>
<td>wuk</td>
<td>wugi</td>
<td>‘lye’</td>
<td>wuk</td>
</tr>
<tr>
<td>sok</td>
<td>soli</td>
<td>‘juice’</td>
<td>ruk</td>
</tr>
<tr>
<td>bur</td>
<td>bori</td>
<td>‘forest’</td>
<td>vwu</td>
</tr>
<tr>
<td>shum</td>
<td>shumi</td>
<td>‘noise’</td>
<td>zur</td>
</tr>
</tbody>
</table>

#### 3 Ancient Greek

Discuss the phonological rules and underlying representations which are necessary to account for the following nouns; comment on the ordering of these phonological processes.
4 Shona

Acute accent indicates H tone and unaccented vowels have L tone. Given the two sets of data immediately below, what tone rule do the following data motivate? There are alternations in the form of adjectives, e.g. kurefú, karefú, marefú all meaning 'long.' Adjectives have an agreement prefix, hence ku-refú marks the form of the adjective in one grammatical class, and so on. In some cases, the agreement is realized purely as a change in the initial consonant of the adjective, i.e. gúrú ~ kúrú ~ húrú, which need not be explained.

These data provide further illustration of the operation of this tone rule, which will help you to state the conditions on the rule correctly.
In the examples below, a second tone rule applies.

<table>
<thead>
<tr>
<th>Stem</th>
<th>Example 1</th>
<th>Example 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>gufo</td>
<td>‘baboon’</td>
<td>gufo rékafa ‘the baboon died’</td>
</tr>
<tr>
<td>bádžá</td>
<td>‘hoe’</td>
<td>bádžá rékawa ‘the hoe fell’</td>
</tr>
<tr>
<td>nungú</td>
<td>‘porcupine’</td>
<td>nungú yákafa ‘the porcupine died’</td>
</tr>
<tr>
<td>bángá</td>
<td>‘knife’</td>
<td>bángá rékawa ‘the knife fell’</td>
</tr>
<tr>
<td>nhúmė</td>
<td>‘messenger’</td>
<td>nhúme yákafa ‘the messenger died’</td>
</tr>
<tr>
<td>bńuku</td>
<td>‘book’</td>
<td>bńuku rékawa ‘the book died’</td>
</tr>
<tr>
<td>mapfeni</td>
<td>‘baboons’</td>
<td>mapfeni makůrú ‘big baboons’</td>
</tr>
<tr>
<td>mapadžá</td>
<td>‘hoes’</td>
<td>mapadžá makůrú ‘big hoes’</td>
</tr>
<tr>
<td>mapáŋgá</td>
<td>‘knives’</td>
<td>mapáŋgá makůrú ‘big knives’</td>
</tr>
<tr>
<td>nhúmė</td>
<td>‘messenger’</td>
<td>nhúmė ndefú ‘short messenger’</td>
</tr>
<tr>
<td>matémó</td>
<td>‘axes’</td>
<td>matémó mapúpi ‘short axes’</td>
</tr>
<tr>
<td>mábkńu</td>
<td>‘books’</td>
<td>mábkńu mažinji ‘many books’</td>
</tr>
<tr>
<td>chíńóro</td>
<td>‘store’</td>
<td>chíńóro čkůrú ‘big store’</td>
</tr>
</tbody>
</table>

What do the following examples show about these tone rules?

<table>
<thead>
<tr>
<th>Stem</th>
<th>Example 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>báńgá</td>
<td>‘knife’</td>
</tr>
<tr>
<td>demó</td>
<td>‘axe’</td>
</tr>
<tr>
<td>mýrúmė</td>
<td>‘person’</td>
</tr>
<tr>
<td>kánůńi</td>
<td>‘firewood (dim)’</td>
</tr>
<tr>
<td>máčirá</td>
<td>‘clothes’</td>
</tr>
<tr>
<td>háńi</td>
<td>‘pot’</td>
</tr>
</tbody>
</table>

5 Catalan

Give phonological rules which account for the following data, and indicate what ordering is necessary between these rules. For each adjective stem, state what the underlying form of the root is. Pay attention to the difference between surface [b, d, g] and [β, ð, γ], in terms of predictability.
6 Finnish

Propose rules which will account for the following alternations. It would be best not to write a lot of rules which go directly from underlying forms to surface forms in one step; instead, propose a sequence of rules whose combined effect brings about the change in the underlying form. Pay attention to what consonants actually exist in the language.

<table>
<thead>
<tr>
<th>Genitive sg</th>
<th>Nom sg</th>
<th>Nom pl</th>
<th>Ablative sg</th>
<th>Essive sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>kanadan</td>
<td>kanada</td>
<td>kanadat</td>
<td>kanadalta</td>
<td>kanadana</td>
</tr>
<tr>
<td>kirian</td>
<td>kira</td>
<td>kriya</td>
<td>kriyat</td>
<td>kriyana</td>
</tr>
<tr>
<td>aamun</td>
<td>aamu</td>
<td>aamuti</td>
<td>aamulta</td>
<td>aarmuna</td>
</tr>
<tr>
<td>talon</td>
<td>talo</td>
<td>talot</td>
<td>talolta</td>
<td>talona</td>
</tr>
<tr>
<td>koiran</td>
<td>koir</td>
<td>koirat</td>
<td>koiraltta</td>
<td>koirana</td>
</tr>
<tr>
<td>hüväen</td>
<td>hüvæn</td>
<td>hüvtæ</td>
<td>hüvtæltæ</td>
<td>hüvænæ</td>
</tr>
<tr>
<td>kuvan</td>
<td>kuva</td>
<td>kuvat</td>
<td>kuvatæ</td>
<td>kuvana</td>
</tr>
<tr>
<td>lain</td>
<td>laki</td>
<td>lait</td>
<td>laita</td>
<td>lakina</td>
</tr>
<tr>
<td>näelän</td>
<td>näelæn</td>
<td>näelæt</td>
<td>näelæltæ</td>
<td>näelænæ</td>
</tr>
<tr>
<td>yalan</td>
<td>yalka</td>
<td>yalat</td>
<td>yalatæ</td>
<td>yalkana</td>
</tr>
<tr>
<td>leuan</td>
<td>leuka</td>
<td>leuat</td>
<td>leuata</td>
<td>leukana</td>
</tr>
</tbody>
</table>

Interacting processes
7 Korean

Provide rules which will account for the alternations in the stem-final consonant in the following examples. State what underlying representation you are assuming for each noun.
<table>
<thead>
<tr>
<th>'rice'</th>
<th>'forest'</th>
<th>'chestnut'</th>
</tr>
</thead>
<tbody>
<tr>
<td>pamman</td>
<td>summan</td>
<td>pamman</td>
</tr>
<tr>
<td>pammaŋ'ım</td>
<td>summaŋ'ım</td>
<td>pammaŋ'ım</td>
</tr>
<tr>
<td>pamnarim</td>
<td>sumnarim</td>
<td>pamnarim</td>
</tr>
<tr>
<td>pap</td>
<td>sup</td>
<td>pam</td>
</tr>
<tr>
<td>papt'ero</td>
<td>sup't'ero</td>
<td>pamtereo</td>
</tr>
<tr>
<td>pak'wa</td>
<td>sup'k'wa</td>
<td>pamkwa</td>
</tr>
<tr>
<td>papp'ota</td>
<td>sup'p'ota</td>
<td>pampota</td>
</tr>
<tr>
<td>pak'åci</td>
<td>sup'k'åci</td>
<td>pamk'åci</td>
</tr>
<tr>
<td>papi</td>
<td>sup'åi</td>
<td>pami</td>
</tr>
<tr>
<td>papin</td>
<td>sup'åin</td>
<td>pamin</td>
</tr>
<tr>
<td>pape</td>
<td>sup'e</td>
<td>pane</td>
</tr>
<tr>
<td>papita</td>
<td>sup'ita</td>
<td>pamita</td>
</tr>
<tr>
<td>papiro</td>
<td>sup'åiro</td>
<td>pamiro</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>'field'</th>
<th>'sickle'</th>
<th>'day'</th>
</tr>
</thead>
<tbody>
<tr>
<td>pamman</td>
<td>namman</td>
<td>namman</td>
</tr>
<tr>
<td>pammaŋ'ım</td>
<td>nammaŋ'ım</td>
<td>nammaŋ'ım</td>
</tr>
<tr>
<td>pamnarim</td>
<td>nannarim</td>
<td>nannarim</td>
</tr>
<tr>
<td>pat</td>
<td>nat</td>
<td>nat</td>
</tr>
<tr>
<td>patt'ero</td>
<td>natt'ero</td>
<td>natt'ero</td>
</tr>
<tr>
<td>pak'wa</td>
<td>nak'k'wa</td>
<td>nak'k'wa</td>
</tr>
<tr>
<td>papp'ota</td>
<td>napp'ota</td>
<td>napp'ota</td>
</tr>
<tr>
<td>pak'åci</td>
<td>nak'åci</td>
<td>nak'åci</td>
</tr>
<tr>
<td>pač'åi</td>
<td>nasi</td>
<td>nači</td>
</tr>
<tr>
<td>pat'åin</td>
<td>nasin</td>
<td>način</td>
</tr>
<tr>
<td>pat'åe</td>
<td>nase</td>
<td>nače</td>
</tr>
<tr>
<td>pač'åita</td>
<td>nasita</td>
<td>načita</td>
</tr>
<tr>
<td>pat'åiro</td>
<td>nasiro</td>
<td>načiro</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>'face'</th>
<th>'half'</th>
<th>only N</th>
</tr>
</thead>
<tbody>
<tr>
<td>namman</td>
<td>pamman</td>
<td>only N</td>
</tr>
<tr>
<td>nammaŋ'ım</td>
<td>pammaŋ'ım</td>
<td>only N</td>
</tr>
<tr>
<td>nannarim</td>
<td>pannarim</td>
<td>only N</td>
</tr>
<tr>
<td>nat</td>
<td>pan</td>
<td>only N</td>
</tr>
<tr>
<td>natt'ero</td>
<td>pantereo</td>
<td>only N</td>
</tr>
<tr>
<td>nak'k'wa</td>
<td>papk'wa</td>
<td>only N</td>
</tr>
<tr>
<td>napp'ota</td>
<td>pampota</td>
<td>only N</td>
</tr>
<tr>
<td>nak'åci</td>
<td>pak'åci</td>
<td>only N</td>
</tr>
<tr>
<td>nač'åi</td>
<td>pani</td>
<td>only N</td>
</tr>
<tr>
<td>nač'åin</td>
<td>panin</td>
<td>only N</td>
</tr>
<tr>
<td>nač'åe</td>
<td>pane</td>
<td>only N</td>
</tr>
<tr>
<td>nač'åita</td>
<td>panita</td>
<td>only N</td>
</tr>
<tr>
<td>nač'åiro</td>
<td>paniro</td>
<td>only N</td>
</tr>
</tbody>
</table>

Further reading
This chapter explores the theory for representing language sounds as symbolic units. You will:

- see that sounds are defined in terms of a fixed set of universal features
- learn the phonetic definitions of features, and how to assign feature values to segments based on phonetic properties
- understand how phonological rules are formalized in terms of those features
- see how these features make predictions about possible sounds and rules in human language
The discussion of sound systems has, up to this point, been conducted without attention to what sounds as cognitive units are made of. We have treated them as letters, labeled by traditional articulatory descriptions. It is time now to raise a fundamental question: are segments analyzed into “parts” that define them, or are they truly atomic – units which are not further divisible or analyzable?

6.1 Scientific questions about speech sounds

One of the scientific questions that can be asked about language is: what is a possible speech sound? Humans can produce many more sounds than those systematically used in language. One limitation on language regarding modality – language sounds are produced exclusively within the mouth and nasal passages, in the area between the lips and larynx. No language employs hand-clapping, finger-snapping, or vibrations of air between the hand and cheek caused by release of air from the mouth when obstructed by the palm of the hand (though such a sound can communicate an attitude). Even staying within the vocal tract, languages also do not, for example, use whistles or inhalation to form speech sounds, nor is a labiolingual trill (a.k.a. “the raspberry”) a speech sound in any language. It is important to understand that even though these various odd sounds are not language sounds, they may still be used in communication. The “raspberry” in American culture communicates a contemptuous attitude; in parts of coastal East Africa and Scandinavia, inhaling with the tongue in the position for schwa expresses agreement. Such noises lie outside of language, and we never find plurality indicated with these sounds, nor are they surrounded by other sounds to form the word dog. General communication has no systematic limitations short of anatomical ones, but in language, only a restricted range of sounds are used.

The issue of possible speech sounds is complicated by manual languages such as American Sign Language. ASL is technically not a counterexample to a claim about modality framed in terms of “speech sounds.” But it is arbitrary to declare manual language to be outside of the theory of language, and facts from such languages are relevant in principle. Unfortunately, knowledge of the signed languages of the world is very restricted, especially in phonology. Signed languages clearly have syntax: what isn’t clear is what they have by way of phonologies. Researchers have only just begun to scratch the surface of sign language phonologies, so unfortunately we can say nothing more about them here.

The central question then must be posed: what is the basis for defining possible speech sounds?

6.1.1 Possible differences in sounds

One way to approach the question is to collect samples of the sounds of all of the languages in the world. This search (which has never been conducted) would reveal massive repetition, and would probably reveal that the segment [m] in English is exactly the same as the segment [m] in French, German, Tübatülabal, Arabic, Swahili, Chinese and innumerable
other languages. It would also reveal differences, some of them perhaps a
bit surprising. Given the richness of our transcriptional resources for
notating phonetic differences between segments, you might expect that if
a collection of languages had the same vowels transcribed as [i] and [ι],
then these vowels should sound the same. This is not so.

Varieties of phonetic [i] vs. [ι]. Many languages have this pair of vowels;
for example, Kimatuumbi has [i] and [ι]. But the actual pronunciation of [i]
vs. [ι] differs between English and Kimatuumbi. Kimatuumbi [i] is higher
than in English, and Kimatuumbi [ι] is a bit lower than English [ι] – to
some people it almost sounds like [e] (but is clearly different from [e], even
the “pure” [e] found in Spanish). This might force us to introduce new sym-
bols, so that we can accurately represent these distinctions. (This is done
in publications on Kimatuumbi, where the difference is notated as
“extreme” ɬ, ʉ versus “regular” i, u.) Before we embark on a program of
adding new symbols, we should be sure that we know how many symbols
to add. It turns out that the pronunciation of [i] and [ι] differs in many lan-
guages: these vowels exist in English, Kamba, Elomwe, Kimatuumbi, Bari,
Kipsigis, Didinba and Sesotho, and their actual pronunciation differs in
each language.

You do not have to go very far into exotic languages to find this pho-
etic difference, for the difference between English [i] and German [i] is
also very noticeable, and is something that a language learner must mas-
ter to develop a good German or English accent. Although the differences
may be difficult for the untrained ear to perceive at first, they are consis-
tent, physically measurable, and reproducible by speakers. If written sym-
bols are to represent phonetic differences between languages, a totally
accurate transcription should represent these differences. To represent
just this range of vowel differences involving [i] and [ι], over a dozen new
symbols would need to be introduced.

Other variants of sounds. Similar variation exists with other phonetic
categories. The retroflex consonants of Telugu, Hindi and Ekoti are all pro-
nounced differently. Hindi has what might be called “mild” retroflexion,
where the tip of the tongue is placed just behind the alveolar ridge, while
in Telugu, the tip of the tongue is further back and contact is made
between the palate and the underside of the tongue (sublaminal); in
Ekoti, the tongue is placed further forward, but is also sublaminal.
Finnish, Norwegian, and English contrast the vowels [a] and [æ], but in
each of these languages the vowels are pronounced in a slightly different
way. The voiced velar fricative [ɣ] found in Arabic, Spanish and the Kurdish
language Hawrami are all phonetically different in subtle but audible
ways.

The important details of speech. We will not expand our transcription
tools to include as many symbols as needed to capture the myriad of fine
distinctions between similar sounds of languages. Fine-tuning transcription
is tangential to the goals of phonology, and perfect accuracy is impossible.
Auditory transcriptions are limited in what they accomplish, and cannot be used to achieve exact reproduction of a speech event via symbols. If a speaker produces the English word *putt* [pʌt] 10,000 times, no utterance will be exactly identical to any other utterance. They will be very similar, in ways which might be quantified mathematically, but they would not be exactly the same. Productions of the same word by two speakers of the same language have a greater difference, and supposedly similar utterances in different languages can be much more different. There is no limit to the number of physically different utterances which humans can produce, but there are also only a very small number of discrete transcriptional symbols. The reason for this, as we have emphasized in chapter 1, is that a transcription approximates speech, and omits properties which are unimportant to phonological systems.

Such details are important to phonetics and its interface with phonology, but must be studied quantitatively using acoustic measurements – formant frequencies or segment durations – or articulatorily by measuring the position of the tongue and lips. For the purposes of phonology, these languages have the same vowels, [i] vs. [ι]. The differences in pronunciation come from detail rules that are part of the phonetic grammars of the languages.

What is important to phonology is not exactly how sounds are pronounced, but what types of sound differences can be contrastive, i.e. can form the basis for making differences in meaning. Language can contrast tense [i] and lax [ι], but cannot further contrast a hyper-tense high vowel (like that found in Kimatuumbi) which we might write as [i'] with plain tense [i] as in English, or hyper-lax [ι] as in Kimatuumbi with plain lax [ι] as found in English. Within a language, you find at most [i] vs. [ι]. Languages can have one series of retroflex consonants, and cannot contrast Hindi-style [t] with a Telugu-style phoneme which we might notate as [t’]. The phonology simply has “retroflex,” and it is up to the phonetic component of a language to say exactly how a retroflex consonant is pronounced.

It is important to emphasize that these phonetic details are not too subtle to hear. The difference between various retroflex consonants is quite audible, and the difference between English and German [i] is appreciable. Children learning German can hear and reproduce German [i] accurately. Speakers can also tell when someone mispronounces a German [i] as an English [i], and bilingual German–English speakers can easily switch between the two phonetic vowels.

What phonological theory wants to know is: what is a possible phoneme? How might we answer this? We could look at all languages and publish a list. A monumental difficulty with that is that there are nearly 7,000 languages, but useful information on around only 10 percent of these languages. Worse, this could only say what phonemic contrasts exist at the present: it does not answer the really interesting question, what the possible phonemes are, which may have existed in a language spoken 1,000 years ago, or some future language which will be spoken 1,000 years hence. We are not just interested in observation, we are interested in prediction.
In this connection, consider whether a “bilabial click” is a possible phoneme. We symbolize it as \(\textcolor{red}{\circ} \) – it is like a kiss, but with the lips flat as for \(m\), not protruded as for \(w\). Virtually all languages have bilabial consonants, and we know of dozens of languages with click consonants (Dahalo, Sesotho, Zulu, Xhosa, Khoekhoe), so the question is whether the combination “bilabial” and “click” can define a phoneme. Such a sound does exist, but only in two closely related languages, ‘Xoo and Eastern Hoan, members of the Khoisan language family. These languages have under 5,000 speakers combined, and given socio-economic factors where these languages are spoken (Namibia and Botswana), it is likely that the languages will no longer be spoken in 200 years. We are fortunate in this case that we have information of these languages which allows us to say that this is a phoneme, but things could have turned out differently. The languages could easily have died out without having been recorded, and then we would wrongly conclude that a bilabial click is not a possible phoneme because it has not been observed. In posing the question of possible phonemes, we must be aware that there can be accidental gaps in the database of observed phonemes.

**Predictions versus observations.** A list of facts is scientifically uninteresting. A basic goal of science is to have knowledge that goes beyond what has been observed, because we believe that the universe obeys general laws. A list might be helpful in building a theory, but we would not want to stop with a list, because it would give us no explanation why that particular list, as opposed to some other arbitrary list, should constitute the possible phonemes of language. The question “what is a possible phoneme” should thus be answered by reference to a general theory of what speech sounds are made of; just as a theory of “possible atoms” is based on a general theory of what makes up atoms and rules for putting those bits together. Science is not simply the accumulation and sorting of facts, but rather the attempt to discover laws that regulate the universe. Such laws make predictions about things that we have yet to observe: certain things should be found, other things should never be found.

The Law of Gravity predicts that a rock will fall to earth, which says what it will do and by implication what it will not do: it also won’t go up or sideways. Physicists have observed that subatomic particles decay into other particles. Particles have an electrical charge – positive, negative or neutral – and there is a physical law that the charge of a particle is preserved when it decays (adding up the charges of the decay products). The particle known as a “kaon” (K) can be positive (K⁺), negative (K⁻) or neutral (K⁰); a kaon can decay into other particles known as “pions” (π) which also can be positive (π⁺), negative (π⁻) or neutral (π⁰). Thus a neutral kaon may become a positive pion and a negative pion \((K⁰ \rightarrow π⁺ + π⁻)\) or it may become one positive, one negative, and one neutral pion \((K⁰ \rightarrow π⁺ + π⁻ + π⁰)\), because in both cases the positives and negatives cancel out and the sum of charges is neutral (0). The Law of Conservation of Charge allows these patterns of decay, and prohibits a neutral kaon from becoming two positive pions \((K⁰ \rightarrow π⁺ + π⁺)\). In the myriad cases of particle decay which
have been observed experimentally, none violates this law which predicts what can happen and what cannot.

Analogously, phonological theory seeks to discover the laws for building phonemes, which predict the possible phonemes of languages. We will see that theory, after considering a related question which defines phonology.

6.1.2 Possible rules

Previous chapters have focused on rules, but we haven’t paid much attention to how they should be formulated. English has rules defining allowed clusters of two consonants at the beginning of the word. The first set of consonant sequences in (1) is allowed, whereas the second set of sequences is disallowed.

(1) pr pl br bl tr dr kr kl gr gl
    *rp *lp *rb *lb *rt *rd *rk *lk *rg *lg

This restriction is very natural and exists in many languages—but it is not inevitable, and does not reflect any insurmountable problems of physiology or perception. Russian allows many of these clusters, for example [rtut] ‘mercury’ exemplifies the sequence [rt] which is impossible in English.

We could list the allowed and disallowed sequences of phonemes and leave it at that, but this does not explain why these particular sequences are allowed. Why don’t we find a language which is like English, except that the specific sequence [lb] is allowed and the sequence [bl] is disallowed? An interesting generalization regarding sequencing has emerged after comparing such rules across languages. Some languages (e.g. Hawaiian) do not allow any clusters of consonants and some (Bella Coola, a Salishan language of British Columbia) allow any combination of two consonants, but no language allows initial [lb] without also allowing [bl]. This is a more interesting and suggestive observation, since it indicates that there is something about such sequences that is not accidental in English; but it is still just a random fact from a list of accumulated facts, if we have no basis for characterizing classes of sounds, and view the restrictions as restrictions on letters, as sounds with no structure.

There is a rule in English which requires that all vowels be nasalized when they appear before a nasal consonant, and thus we have a rule something like (2).

(2) e e i 
    a o o → ŋ ŋ ŋ /
    u æ æ

If rules just replace one arbitrary list of sounds by another list when they stand in front of a third arbitrary list, we have to ask why these particular sets of symbols operate together. Could we replace the symbol [n] with the symbol [č], or the symbol [ø] with the symbol [ɵ], and still have a rule
in some language? It is not likely to be an accident that these particular symbols are found in the rule: a rule similar to this can be found in quite a number of languages, and we would not expect this particular collection of letters to assemble themselves into a rule in many languages, if these were just random collections of letters.

Were phonological rules stated in terms of randomly assembled symbols, there would be no reason to expect (3a) to have a different status from (3b).

(3) a. \{p, t, č, k\} → \{m, n, ň, ř\} / \{m, n, ň, ř\} 
   b. \{b, p, d, q\} → \{d, q, b, p\} / \{s, x, o, i\}

Rule (3a) – nasalization of stops before nasals – is quite common, but (3b) is never found in human language. This is not an accident, but rather reflects the fact that the latter process cannot be characterized in terms of a unified phonetic operation applying to a phonetically defined context. The insight which we have implicitly assumed, and make explicit here, is that rules operate not in terms of specific symbols, but in terms of definable classes. The basis for defining those classes is a set of phonetic properties.

As a final illustration of this point, rule (4a) is common in the world’s languages but (4b) is completely unattested.

(4) a. k, g → č, j / ĭ, ě 
   b. p, r → i, b / o, n

The first rule refers to phonetically definable classes of segments (velar stops, alveopalatal affricates, front vowels), and the nature of the change is definable in terms of a phonetic difference (velars change place of articulation and become alveopalatal). The second rule cannot be characterized by phonetic properties: the sets \{p, r\}, \{i, b\}, and \{o, n\} are not defined by some phonetic property, and the change of [p] to [i] and [r] to [b] has no coherent phonetic characterization.

The lack of rules like (4b) is not just an isolated limitation of knowledge – it’s not simply that we haven’t found the specific rules (4b) but we have found (4a) – but rather these kinds of rules represent large, systematic classes. (3b) and (4b) represent a general kind of rule, where classes of segments are defined arbitrarily. Consider the constraint on clusters of two consonants in English. In terms of phonetic classes, this reduces to the simple rule that the first consonant must be a stop and the second consonant must be a liquid. The second rule changes vowels into nasalized vowels before nasal consonants. The basis for defining these classes will be considered now.

### 6.2 Distinctive feature theory

Just saying that rules are defined in terms of phonetic properties is too broad a claim, since it says nothing about the phonetic properties that are
relevant. Consider a hypothetical rule, stated in terms of phonetic properties:

all vowels change place of articulation so that the original difference in formant frequency between \( F_1 \) and \( F_3 \) is reduced to half what it originally was, when the vowel appears before a consonant whose duration ranges from 100 to 135 ms.

What renders this rule implausible (no language has one vaguely resembling it) is that it refers to specific numerical durations, and to the difference in frequency between the first and third formant.

The phonetic properties which are the basis of phonological systems are general and somewhat abstract, such as voicing or rounding, and are largely the categories which we have informally been using already: they are not the same, as we will see. The hypothesis of distinctive feature theory is that there is a small set, around two dozen, of phonetically based properties which phonological analysis uses. These properties, the **distinctive features**, not only define the possible phonemes of human languages, but also define phonological rules. The classical statement of features derives from Chomsky and Halle (1968). We will use an adapted set of these features, which takes into consideration refinements. Each feature can have one of two values, plus and minus, so for each speech sound, the segment either has the property (is [+F]) or lacks the property (is [−F]). In this section, we follow Chomsky and Halle (1968) and present the generally accepted articulatory correlates of the features, that is, what aspects of production the feature relates to. There are also acoustic and perceptual correlates of features, pertaining to what the segment sounds like, which are discussed by Jakobson, Fant and Halle (1952) using a somewhat different system of features.

### 6.2.1 Phonetic preliminaries

By way of phonetic background to understanding certain features, two phonetic points need to be clarified. First, some features are characterized in terms of the “neutral position,” which is a configuration that the vocal tract is assumed to have immediately prior to speaking. The neutral position, approximately that of the vowel [ɛ], defines relative movement of the tongue.

Second, you need to know a bit about how the vocal folds vibrate, since some feature definitions relate to the effect on vocal fold vibration (important because it provides most of the sound energy of speech). The vocal folds vibrate when there is enough air pressure below the glottis (the opening between the vocal folds) to force the vocal folds apart. This opening reduces subglottal pressure, which allows the folds to close, and this allows air pressure to rebuild to the critical level where the vocal folds are blown apart again. The critical factor that causes the folds to open is that the pressure below the vocal folds is higher than the pressure above.

Air flows from the lungs at a roughly constant rate. Whether there is enough drop in pressure for air to force the vocal folds open is thus determined by the positioning and tension of the vocal folds (how hard it is to
force them apart), and the pressure above the glottis. The pressure above
the glottis depends on how effectively pressure buildup can be relieved,
and this is determined by the degree of constriction in the vocal tract. In
short, the configuration of the vocal folds, and the degree and location of
constriction above the glottis almost exclusively determine whether there
will be voicing.

If the pressure above and below the glottis is nearly equal, air stops
flowing and voicing is blocked. So if the vocal tract is completely obstructed
(as for the production of a voiceless stop like [k]), air flowing through the
glottis rapidly equalizes the pressure below and above the glottis, which
stops voicing. On the other hand, if the obstruction in the vocal tract is
negligible (as it is in the vowel [a]), the pressure differential needed for
voicing is easily maintained, since air passing through the glottis is quickly
vented from the vocal tract.

A voiced stop such as [g] is possible, even though it involves a total
obstruction of the vocal tract analogous to that found in [k], because it
takes time for pressure to build up in the oral cavity to the point that voic-
ing ceases. Production of [g] involves ancillary actions to maintain voicing.
The pharynx may be widened, which gives the air more room to escape,
delaying the buildup of pressure. The larynx may be lowered, which also
increases the volume of the oral cavity; the closure for the stop may be
weakened slightly, allowing tiny amounts of air to flow through; the
velum may be raised somewhat to increase the size of the air cavity, or it
may be lowered somewhat to allow small (usually imperceptible) amounts
of air to pass through the nose. The duration of the consonant can be
reduced – generally, voiced stops are phonetically shorter than correspon-
ding voiceless stops.

Certain sounds such as vowels lack a radical constriction in the vocal
tract, so it is quite easy to maintain voicing during such sounds, whereas
with other sounds, specifically obstruents, voicing is difficult to maintain.
Some accounts of this distinction, especially that of Chomsky and Halle
(1968), refer to “spontaneous voicing,” which is grounded on the assump-
tion that voicing occurs automatically simply by positioning the vocal
folds in what we might call the “default” position. For sounds that involve
a significant obstruction of the vocal tract, special actions are required for
voicing. The features [sonorant] and [consonantal] directly relate to
the obstruction in the vocal tract, which determines whether the vocal folds
vibrate spontaneously.

6.2.2 Major class features
One of the most intuitive distinctions which feature theory needs to cap-
ture is that between consonants and vowels. There are three features, the
so-called major class features, which provide a rough first grouping of
sounds into functional types that includes the consonant/vowel distinction.

syllabic (syl): forms a syllable peak (and thus can be stressed).
sonorant (son): sounds produced with a vocal tract configuration in
which spontaneous voicing is possible.
consonantal (con): sounds produced with a major obstruction in the oral cavity.

The feature [syllabic] is, unfortunately, simultaneously one of the most important features and one of the hardest to define physically. It corresponds intuitively to the notion “consonant” (where [h], [y], [m], [s], [t] are “consonants”) versus “vowel” (such as [a], [i]): indeed the only difference between the vowels [i, u] and the corresponding glides [y, w] is that [i, u] are [+syllabic] and [y, w] are [−syllabic]. The feature [syllabic] goes beyond the intuitive vowel/consonant split. English has syllabic sonorants, such as [r], [l], [n]. The main distinction between the English words (American English pronunciation) ear [ɪr] and your [yər] resides in which segments are [+syllabic] versus [−syllabic]. In ear, the vowel [ɪ] is [+syllabic] and [r] is [−syllabic], whereas in your, [y] is [−syllabic] and [r] is [+syllabic]. The words cel [ɪl] and the reduced form of you’ll [yəl] for many speakers of American English similarly differ in that [ɪ] is the peak of the syllable (is [+syllabic]) in cel, but [l] is the syllable peak in you’ll.

Other languages have syllabic sonorants which phonemically contrast with nonsyllabic sonorants, such as Serbo-Croatian which contrasts syllabic [r] with nonsyllabic [r] (cf. groze ‘fear (gen)’ versus groce ‘little throat’). Swahili distinguishes [mbuni] ‘ostrich’ and [mbuni] ‘coffee plant’ in the fact that [mbuni] is a three-syllable word and [m] is the peak (the only segment) of that first syllable, but [mbuni] is a two-syllable word, whose first syllable peak is [u]. Although such segments may be thought of as “consonants” in one intuitive sense of the concept, they have the feature value [+syllabic]. This is a reminder that there is a difference between popular concepts about language and technical terms. “Consonant” is not strictly speaking a technical concept of phonological theory, even though it is a term quite frequently used by phonologists – almost always with the meaning “nonpeak” in the syllable, i.e. a [−syllabic] segment.

The feature [sonorant] captures the distinction between segments such as vowels and liquids where the constriction in the vocal tract is small enough that no special effort is required to maintain voicing, as opposed to sounds such as stops and fricatives which have enough constriction that effort is needed to maintain voicing. In an oral stop, air cannot flow through the vocal tract at all, so oral stops are [−sonorant]. In a fricative, even though there is some airflow, there is so much constriction that pressure builds up, with the result that spontaneous voicing is not possible, thus fricatives are [−sonorant]. In a vowel or glide, the vocal tract is only minimally constricted so air can flow without impedance: vowels and glides are therefore [+sonorant]. A nasal consonant like [n] has a complete obstruction of airflow through the oral cavity, but nevertheless the nasal passages are open which allows free flow of air. Air pressure does not build up during the production of nasals, so nasals are [+sonorant]. In the liquid [l], there is a complete obstruction formed by the tip of the tongue with the alveolar ridge, but nevertheless air flows freely over the sides of the tongue so [l] is [+sonorant].
The question whether \( r \) is [+sonorant] or [−sonorant] has no simple answer, since many phonetically different segments are transcribed as \( r \); some are [−sonorant] and some are [+sonorant], depending on their phonetic properties. The so-called fricative \( r \) of Czech (spelled ˘\( r \)) has a considerable constriction, so it is [−sonorant], but English type [\( \tilde{r} \)] is a sonorant since there is very little constriction. In other languages there may be more constriction, but it is so brief that it does not allow significant buildup of air pressure (this would be the case with “tapped” \( r \)’s). Even though spontaneous voicing is impossible for the laryngeal consonants [\( h, \tilde{?} \)] because they are formed by positioning the vocal folds so that voicing is precluded, they are [+sonorant] since they have no constriction above the glottis.

The feature [consonantal] is very similar to the feature [sonorant], but specifically addresses the question of whether there is any major constriction in the oral cavity. This feature groups together obstruents, liquids and nasals which are [+consonantal], versus vowels, glides and laryngeals ([\( h, \tilde{?} \)]) which are [−consonantal]. Vowels and glides have a minor obstruction in the vocal tract, compared to that formed by a fricative or a stop. Glottal stop is formed with an obstruction at the glottis, but none in the vocal tract, hence it is [−consonantal]. In nasals and liquids, there is an obstruction in the oral cavity, even though the overall constriction of the whole vocal tract is not high enough to prevent spontaneous voicing. Recent research indicates that this feature may not be necessary, since its function is usually covered as well or better by other features.

The most important phonological use of features is that they identify classes of segments in rules. All speech sounds can be analyzed in terms of their values for the set of distinctive features, and the set of segments that have a particular value for some feature (or set of feature values) is a natural class. Thus the segments [a i ɹ m] are members of the [+syllabic] class, and [\( y, h, r, m, s, p \)] are members of the [−syllabic] class; [a ɹ y ɹ r m] are in the [+sonorant] class and [\( s, z, p, b \)] are in the [−sonorant] class; [a i w h ?] are in the [−consonantal] class and [\( r, m, s, p \)] are in the [+consonantal] class. Natural classes can be defined in terms of conjunctions of features, such as [+consonantal, −syllabic], which refers to the set of segments which are simultaneously [+consonantal] and [−syllabic]. Accordingly, the three major class features combine to define five maximally differentiated classes, exemplified by the following segment groups.

\[
\begin{array}{cccccccc}
\text{syllabic} & \text{sonorant} & \text{consonantal} \\
+ & + & + & + & + & + & - & - \\
\end{array}
\]

Further classes are definable by omitting specifications of one or more of these features: for example, the class [−syllabic, −sonorant] includes \( \{y, w, h, ?, r, l, m\} \).
One thing to note is that all [+syllabic] segments, i.e. all syllable peaks, are also [+sonorant]. It is unclear whether there are syllabic obstruents, i.e. [s], [k]. It has been claimed that such things exist in certain dialects of Berber, but their interpretation remains controversial, since the principles for detection of syllables are controversial. Another gap is the combination [−sonorant, −consonantal], which would be a physical impossibility. A [−sonorant] segment would require a major obstruction in the vocal tract, but the specification [−consonantal] entails that the obstruction could not be in the oral cavity. The only other possibility would be constriction of the nasal passages, and nostrils are not sufficiently constrictable.

6.2.3 Place of articulation

Features to define place of articulation are our next functional set. We begin with the features typically used by vowels, specifically the [+syllabic, −consonantal, +sonorant] segments, and then proceed to consonant features, ending with a discussion of the intersection of these features.

Vowel place features. The features which define place of articulation for vowels are the following.

- **high**: the body of the tongue is raised from the neutral position.
- **low**: the body of the tongue is lowered from the neutral position.
- **back**: the body of the tongue is retracted from the neutral position.
- **round**: the lips are protruded.
- **tense**: sounds requiring deliberate, accurate, maximally distinct gestures that involve considerable muscular effort.
- **advanced tongue root**: produced by drawing the root of the tongue forward.

The main features are [high], [low], [back], and [round]. Phonologists primarily distinguish just front and back vowels, governed by [back]: front vowels are [−back] since they do not involve retraction of the tongue body, and back vowels are [+back]. Phonetic central vowels are usually treated as phonological back vowels, since typically central vowels are unrounded and back vowels are rounded. Distinctions such as between the mid vowels [ə], [ɛ], [ɔ] and [ɔ], or the high vowels [i], [u], and [u], are usually considered to be phonologically unimportant over-differentiations of language-specific phonetic values of phonologically back unrounded vowels. In lieu of clear examples of a contrast between central and back rounded vowels, or central and back unrounded vowels, we will not at the moment postulate any feature for the front–back dimension: though, section 6.6 considers possible evidence for the phonological relevance of the concept “central vowel.”

Two main features are employed to represent vowel height. High vowels are [+high] and [−low], low vowels are [+low] and [−high]. No vowel can be simultaneously [+high] and [+low] since the tongue cannot be raised and lowered simultaneously; mid vowels are [−high, −low]. In addition, any vowel can be produced with lip rounding, using the feature [round]. These features allow us to characterize the following vowel contrasts.
Note that [a] is a back low unrounded vowel, in contrast to the symbol [n] for a back low rounded vowel. As noted in chapter 2, IPA uses more vowel symbols than are typical for reporting linguistic data, especially among low vowels which includes [ε a æ o n]. Phonological sources typically use <a> to indicate a low nonround, nonfront vowel — IPA [a] — and do not distinguish <a>, <o> or <e>.

Vowels with a laxer, “less deliberate” and lower articulation, such as [ɪ] in English set or [ɛ] in English set would be specified as [—tense].

One question which has not been resolved is the status of low vowels in terms of this feature. Unlike high and mid vowels, there do not seem to be analogous contrasts in low vowels between tense and lax [æ]. Another important point about this feature is that while [back], [round], [high] and [low] will also play a role in defining consonants, [tense] plays no role in consonantal contrasts.

The difference between i and ɪ, or e and ɛ has also been considered to be one of vowel height (proposed in alternative models where vowel height is governed by a single scalar vowel height feature, rather than by the binary features [high] and [low]). This vowel contrast has also been described in terms of the features “Advanced Tongue Root” (ATR), especially in the vowel systems of languages of Africa and Siberia. There has been debate over the phonetic difference between [ATR] and [tense]. Typically, [+tense] front vowels are fronter than their lax counterparts, and [+tense] back vowels are backer than their lax counterparts. In comparison, [+ATR] vowels are supposed to be generally fronter than corresponding [−ATR] vowels, so that [+ATR] back vowels are phonetically fronter than their [−ATR] counterparts. However, some articulatory studies have shown that the physical basis for the tense/lax distinction in English is no different from that which ATR is based on. Unfortunately, the clearest examples of the feature [ATR] are found in languages of Africa, where very little phonetic research has been done. Since no language contrasts both [ATR] and [tense] vowels, it is usually supposed that there is a single feature, whose precise phonetic realization varies somewhat from language to language.

---

Korean has a set of so-called “tense” consonants but these are phonetically “glottal” consonants.
Consonant place features. The main features used for defining consonantal place of articulation are the following.

coronal: produced with the blade or tip of the tongue raised from the neutral position.

anterior: produced with an obstruction located at or in front of the alveolar ridge.

strident: produced with greater noisiness.

distributed: produced with a constriction that extends for a considerable distance along the direction of air flow.

Place of articulation in consonants is primarily described with the features [coronal] and [anterior]. Labials, labiodentals, dentals and alveolars are [+anterior] since their primary constriction is at or in front of the alveolar ridge (either at the lips, the teeth, or just back of the teeth) whereas other consonants (including laryngeals) are [−anterior], since they lack this front constriction. The best way to understand this feature is to remember that it is the defining difference between [s] and [swedge], where [s] is [+anterior] and [swedge] is [−anterior]. Anything produced where [s] is produced, or in front of that position, is therefore [+anterior]; anything produced where [swedge] is, or behind [swedge] is [−anterior].

(8)  

Consonants which involve the blade or tip of the tongue are [+coronal], and this covers the dentals, alveolars, alveopalatals and retroflex consonants. Consonants at other places of articulation – labial, velar, uvular and laryngeal – are [−coronal]. Note that this feature does not encompass the body (back) of the tongue, so while velars and uvulars use the tongue, they use the body of the tongue rather than the blade or tip, and therefore are [−coronal]. The division of consonants into classes as defined by [coronal] is illustrated below.

(9)  

Two other features are important in characterizing the traditional places of articulation. The feature [distributed] is used in coronal sounds to distinguish dental [t:] from English alveolar [t], or alveopalatal [sf] from retroflex [s]: the segments [t, sf] are [+distributed] and [t, sf] are [−distributed]. The feature [distributed], as applied to coronal consonants, approximately corresponds to the traditional phonetic notion “apical” ([−distributed]) versus “laminal” ([+distributed]). This feature is not relevant for velar and labial sounds and we will not specify any value of [distributed] for noncoronal segments.

The feature [strident] distinguishes strident [f, s] from nonstrident [φ, θ]: otherwise, the consonants [f, φ] would have the same feature
specifications. Note that the feature [strident] is defined in terms of the aerodynamic property of greater turbulence (which has the acoustic correlate of greater noise), not in terms of the movement of a particular articulator – this defining characteristic is accomplished by different articulatory configurations. In terms of contrastive usage, the feature [strident] only serves to distinguish bilabial and labiodentals, or interdentals and alveolars. A sound is [+strident] only if it has greater noisiness, and “greater” implies a comparison. In the case of [s] vs. [f], [z] vs. [v], [θ] vs. [s], or [ð] vs. [z] the second sound in the pair is noisier. No specific degree of noisiness has been proposed which would allow you to determine in isolation whether a given sound meets the definition of strident or not. Thus it is impossible to determine whether [s] is [+strident], since there is no contrast between strident and nonstrident alveopalatal sounds. The phoneme [s] is certainly relatively noisy – noisier than [θ] – but then [θ] is noisier than [s] is.

[Strident] is not strictly necessary for making a distinction between [s] and [θ], since [distributed] also distinguishes these phonemes. Since [strident] is therefore only crucial for distinguishing bilabial and labial fricatives, it seems questionable to postulate a feature with such broad implications solely to account for the contrast between labiodental and bilabial fricatives. Nonetheless, we need a way of representing this contrast. The main problem is that there are very few languages (such as Ewe, Venda and Shona) which have both [f] and [s], or [v] and [β], and the phonological rules of these languages do not give us evidence as to how this distinction should be made in terms of features. We will therefore only invoke the feature [strident] in connection with the [f, v] vs. [s, s] contrast.

Using these three features, consonantal places of articulation can be partially distinguished as follows.

<table>
<thead>
<tr>
<th>Feature</th>
<th>p</th>
<th>t</th>
<th>t</th>
<th>č</th>
<th>č</th>
<th>c, k, q, ķ, ?</th>
</tr>
</thead>
<tbody>
<tr>
<td>anterior</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>coronal</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>distributed</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>

Vowel features on consonants. The features [high], [low], [back], and [round] are not reserved exclusively for vowels, and these typical vowel features can play a role in defining consonants as well. As we see in (10), velar, uvular, pharyngeal and glottal places of articulation are not yet distinguished; this is where the features [high], [low] and [back] become important. Velar, uvular and pharyngeal consonants are [+back] since they are produced with a retracted tongue body. The difference between velar and uvular consonants is that with velar consonants the tongue body is raised, whereas with uvular consonants it is not, and thus velars are [+high] where uvulars are [−high]. Pharyngeal consonants are distinguished from uvulars in that pharyngeals are [+low] and uvulars are [−low], indicating that the constriction for pharyngeals is even lower than that for uvulars.

One traditional phonetic place of articulation for consonants is that of “palatal” consonants. The term “palatal” is used in many ways, for
example the postalveolar or alveopalatal (palatoalveolar) consonants [ș] and [ç] might be referred to as palatals. This is strictly speaking a misnomer, and the term “palatal” is best used only for the “true palataals,” transcribed in IPA as [c ç j]. Such consonants are found in Hungarian, and also in German in words like [iç] ‘i’ or in Norwegian [çø:per] ‘buys’. These consonants are produced with the body of the tongue raised and fronted, and therefore they have the feature values [+hi, −back]. The classical feature system presented here provides no way to distinguish such palataals from palatalized velars ([kç]). Palatalized (fronted) velars exist as allophonic variants of velars before front vowels in English, e.g. [kçip] ‘keep’; they are articulatorily and acoustically extremely similar to the palataals of Hungarian. Very little phonological evidence is available regarding the treatment of “palataals” versus “palatalized velars”: it is quite possible that [c] and [kç], or [ç] and [ç], are simply different symbols, chosen on the basis of phonological patterning rather than systematic phonetic differences.

With the addition of these features, the traditional places of articulation for consonants can now be fully distinguished.

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>t</th>
<th>t</th>
<th>c</th>
<th>k</th>
<th>q</th>
<th>s</th>
<th>?</th>
</tr>
</thead>
<tbody>
<tr>
<td>anterior</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>coronal</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>distributed</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>hi</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>back</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>low</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
</tr>
</tbody>
</table>

The typical vowel features have an additional function as applied to consonants, namely that they define secondary articulations such as palatalization and rounding. Palatalization involves superimposing the raised and fronted tongue position of the glide [y] onto the canonical articulation of a consonant, thus the features [+hi, −back] are added to the primary features that characterize a consonant (those being the features that typify [i, y]). So, for example, the essential feature characteristics of a bilabial are [+anterior, −coronal] and they are only incidentally [−hi, −back]. A palatalized bilabial would be [+anterior, −coronal, +hi −back]. Velarized consonants have the features [+high, +back] analogous to the features of velar consonants; pharyngealized consonants have the features [+back, +low]. Consonants may also bear the feature [round]. Applying various possible secondary articulations to labial consonants results in the following specifications.

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>p^y</th>
<th>p^y</th>
<th>p^w</th>
<th>p^w</th>
<th>p^y</th>
<th>p^y</th>
<th>p^q</th>
<th>p^o</th>
<th>p^o</th>
</tr>
</thead>
<tbody>
<tr>
<td>hi</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>back</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>low</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>round</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>−</td>
<td>+</td>
<td>−</td>
<td>+</td>
</tr>
</tbody>
</table>
Labialized ($p^\flat$), palatalized ($p^\flat$, $p^\flat$), velarized ($p^\flat$, $p^\flat$) and pharyngealized ($p^\flat$) variants are the most common categories of secondary articulation. Uvularized consonants, i.e. $p^\flat$, are rare: uvularized clicks are attested in Jun/hoansi. It is unknown if there is a contrast between rounded consonants differing in secondary height, symbolized above as $p^\flat$ vs. $p^\flat$ or $p^\flat$ vs. $p^\flat$. Feature theory allows such a contrast, so eventually we ought to find examples. If, as seems likely after some decades of research, such contrasts do not exist where predicted, there should be a revision of the theory, so that the predictions of the theory better match observations.

This treatment of secondary articulations makes other predictions. One is that there cannot be palatalized uvulars or pharyngeals. This follows from the fact that the features for palatalization ([+high, −back]) conflict with the features for uvulars ([−hi, +back]) and pharyngeals ([−hi, +back, +low]). Since such segments do not appear to exist, this supports the theory: otherwise we expect − in lieu of a principle that prohibits them − that they will be found in some language. Second, in this theory a “pure” palatal consonant (such as Hungarian [j]) is equivalent to a palatalized (i.e. fronted) velar. Again, since no language makes a contrast between a palatal and a palatalized velar, this is a good prediction of the theory (unless such a contrast is uncovered, in which case it becomes a bad prediction of the theory).

### 6.2.4 Manner of articulation

Other features relate to the manner in which a segment is produced, apart from the location of the segment’s constriction. The manner features are:

- **continuant (cont)**: the primary constriction is not narrowed so much that airflow through the oral cavity is blocked.
- **delayed release (del. rel)**: release of a total constriction is slowed so that a fricative is formed after the stop portion.
- **nasal (nas)**: the velum is lowered which allows air to escape through the nose.
- **lateral (lat)**: the mid section of the tongue is lowered at the side.

The feature [continuant] groups together vowels, glides, fricatives, and [h] as [+continuant]. Note that [continuant] is a broader group than the traditional notion “fricative” which refers to segments such as [s], [z] or [θ]. The term “fricative” generally refers to nonsonorant continuants, i.e. the class defined by the conjunction of features [+continuant, −sonorant]. Since continuants are defined as sounds where air can flow continuously through the oral cavity, nasals like [m n ɲ] are [−continuant], even though they allow continuous air flow (through the nose).

Affricates such as [ć, pć] are characterized with the feature [+delayed release]. Necessarily, all affricates are [−continuant], since they involve complete constriction followed by a period of partial fricative-like constriction, and therefore they behave essentially as a kind of stop. This feature is in question, since [pć, kć] do not act as a unified phonological
class; nevertheless, some feature is needed to characterize stops versus affricates. Various alternatives have been proposed, for example that \([k^\text{h}]\) might just be the pronunciation of aspirated \([k^\text{h}]\) since velar \([k^\text{h}]\) and \([k^\text{h}]\) never seem to contrast; perhaps the feature \([\text{strident}]\) defines \([t^\text{h}]\) vs. \([t]\). The proper representation of affricates is a currently unsolved issue in phonology.

The feature \([+\text{nasal}]\) is assigned to sounds where air flows through the nasal passages, for example \([n]\) as well as nasalized vowels like \([\tilde{a}]\). Liquids and fricatives can be nasalized as well, but the latter especially are quite rare. L-like sounds are characterized with the feature \([\text{lateral}]\). Almost all \([+\text{lateral}]\) sounds are coronal, though there are a few reports of velar laterals. Detailed information on the phonetics and phonology of these segments is not available.

Examples of the major manners of articulation are illustrated below, for coronal place of articulation.

(13)  \(t\)  \(n\)  \(t^\text{h}\)  \(s\)  \(l\)  \(\tilde{I}\)  \(t^\text{h} = \lambda\)
    delayed release  \(-\)  \(-\)  \(+\)  \(-\)  \(-\)  \(-\)  \(+\)
    continuant  \(-\)  \(-\)  \(-\)  \(+\)  \(+\)  \(+\)  \(+\)
    lateral  \(-\)  \(-\)  \(-\)  \(-\)  \(+\)  \(+\)  \(+\)
    nasal  \(-\)  \(+\)  \(-\)  \(-\)  \(-\)  \(+\)  \(+\)

**6.2.5 Laryngeal features**

Three features characterize the state of the glottis:

spread glottis (s.g.): the vocal folds are spread far apart.

constricted glottis (c.g.): the vocal folds are tightly constricted.

voice (voi): the vocal folds vibrate.

Voiced sounds are \([+\text{voice}]\). The feature \([\text{spread glottis}]\) describes aspirated obstruents \([{p}^\text{b}]\), \([{b}^\text{b}]\)\) and breathy sonorants \([m], [\tilde{a}]\); \([\text{constricted glottis}]\) describes implosive \([{b}]\), ejective obstruents \([{p}']\), and laryngealized sonorants \([m], [\tilde{a}]\).

How to distinguish implosives from ejectives is not entirely obvious, but the standard answer is that ejectives are \([-\text{voice}]\) and implosives are \([+\text{voice}]\). There are two problems with this. One is that implosives do not generally pattern with other \([+\text{voice}]\) consonants in phonological systems, especially in how consonants affect tone (voiced consonants, but typically not implosives, may lower following tones). The second is that Ngiti and Lendu have both voiced and voiceless implosives. The languages lack ejectives, which raises the possibility that voiceless implosives are phonologically \([-\text{voice}, +\text{c.g.}]\), which is exactly the specification given to ejective consonants. You may wonder how \([-\text{voice}, +\text{c.g.}]\) can be realized as an ejective in languages like Navajo, Tigre or Lushootseed, and as a voiceless implosive in Ngiti or Lendu. This is possible because feature values give approximate phonetic descriptions, not exact ones. The Korean “fortis” consonants, found in \([k'ata]\) ‘peel (noun),’ \([ak'i]\) ‘musical instrument’ or \([alt'a]\) ‘be ill’ are often described as glottalized, and phonetic
studies have shown that they are produced with glottal constrictions: thus they would be described as [−voice, +c.g.]. Nevertheless, they are not ejectives. Similarly, Khoekhoe (Nama) has a contrast between plain clicks ([ǃàⁿ] ‘deep’) and glottalized ones ([ǃ’áⁿ] ‘kill’), but the glottalized clicks realize the feature [+c.g.] as a simple constriction of the glottis, not involving an ejective release.

The usual explanation for the difference between ejectives in Navajo and glottalized non-ejective consonants in Korean or Khoekhoe is that they have the same phonological specifications, [−voice, +c.g.], but realize the features differently due to language-specific differences in principles of phonetic implementation. This is an area of feature theory where more research is required.

The representations of laryngeal contrasts in consonants are given below.

\[
\begin{array}{cccccc}
\text{voice} & p & b & b' & p' & p^b & b^b \\
\text{c.g.} & - & + & + & - & - & + \\
\text{s.g.} & - & - & + & + & - & - \\
\end{array}
\]

6.2.6 Prosodic features

Finally, in order to account for the existence of length distinctions, and to represent stressed versus unstressed vowels, two other features were proposed:

- **long**: has greater duration.
- **stress**: has greater emphasis, higher amplitude and pitch, longer duration.

These are obvious: long segments are [+long] and stressed vowels are [+stress].

A major lacuna in the Chomsky and Halle (1968) account of features is a lack of features for tone. This is remedied in chapter 10 when we introduce nonlinear representations. For the moment, we can at least assume that tones are governed by a binary feature [±high tone] – this allows only two levels of tone, but we will not concentrate on languages with more than two tone levels.

6.2.7 Summary of feature values

Features combine quite freely, so we cannot give a complete list. By learning some specific feature values and applying your knowledge of the meaning of features, it should be possible to arrive at the feature values of other segments. This is, of course, possible only if you know relevant phonetic details of the sound that you are considering. In order to know the feature values of [l], you need to know that this is the symbol for a retroflex lateral approximant, thus it has the features appropriate for [l], and it also has the features that characterize retroflex consonants, which are [−ant, −dist]. If you do not know the phonetic characteristics of the segment symbolized as [ʕ], it is necessary to first understand its phonetic properties – it is a voiced pharyngeal continuant – before trying to deduce
its feature values. In reading descriptions of languages, it is also im-
portant to understand that a symbol used in published data on a language is
not always used according to a particular standard of phonetic transcrip-
tion practices at the moment, so read the phonetic descriptions of letters
in the grammar carefully!

The standard feature values for the consonants of (American) English
are given in (15), to help you understand how the entire set of features is
applied to the sound inventory of a language which you are familiar with.

(15) p t č k b d ĵ g f v θ ð

syl son cons cont del.rel lat nas voi c.g. s.g. ant cor distr hi lo back round

<table>
<thead>
<tr>
<th></th>
<th>p</th>
<th>t</th>
<th>č</th>
<th>k</th>
<th>b</th>
<th>d</th>
<th>ĵ</th>
<th>g</th>
<th>f</th>
<th>v</th>
<th>θ</th>
<th>ð</th>
</tr>
</thead>
<tbody>
<tr>
<td>syl</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>son</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>cons</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cont</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>del.rel</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>lat</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>nas</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>voi</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>c.g.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>s.g.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ant</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>cor</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>distr</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>hi</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>lo</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>back</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>round</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The assignment of [spread glottis] – aspiration – in English stops varies
according to context, so the value [−s.g.] is in parenthesis in the chart
because both values of this feature are found on the surface, depending on context. The value \([-\text{s.g.}]\) represents the underlying value.

**Vowel feature summary.** Certain feature values are uniform for all vowels: \([+\text{syl}, -\text{cons}, +\text{son}, +\text{cont}, -\text{del.rel}, -\text{ant}, -\text{lat}, -\text{dist.}]\). Typically, vowels are also \([+\text{voice}, -\text{s.g.}, -\text{c.g.}]\). There are languages such as Mazateco and Xoo where breathy voicing and glottalization are used contrastively, so in these languages \([+\text{s.g.}]\) and \([+\text{c.g.}]\) are possible specifications. A number of languages have phonetic voiceless vowels, but the phonological status of voiceless vowels is not so clear, thus it may be that there are no phonologically \([-\text{voice}]\) vowels. Values of the main features used to distinguish vowels are given in (16). (Recall that we are not certain whether \([-\text{tense}]\) applies to low vowels.)

(16)

<table>
<thead>
<tr>
<th>i</th>
<th>ü</th>
<th>i</th>
<th>u</th>
<th>e</th>
<th>ò</th>
<th>ά</th>
<th>o</th>
<th>ẽ</th>
<th>ο</th>
<th>ά</th>
<th>o</th>
<th>ά</th>
<th>o</th>
</tr>
</thead>
<tbody>
<tr>
<td>high</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>low</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>back</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>round</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>tense</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Nasality, length, breathiness and creaky voice are properties freely available to vowels, so any of these vowels can have \(\pm\)nasal, \(\pm\)long, \(\pm\text{s.g.}\) or \(\pm\text{c.g.}\) counterparts.

**Consonant feature summary.** Primary place of articulation for consonants is summarized in (17), using continuant consonants (voiceless in the first row, voiced in the second: numbers in the third row are keyed to traditional place of articulation terms). Continuant consonants are used here because they exhibit the maximum number of distinctions, for example there are bilabial and labiodental fricatives, but only bilabial stops. All of these consonants are \([-\text{syll}, +\text{cont}, -\text{del.rel}, -\text{nas}, -\text{lat}, -\text{c.g.}, -\text{tense}, -\text{round}]\).

(17)

1: bilabial
3: (inter-)dental
5: alveopalatal/postalveolar
7: palatal
9: uvular
11: glottal/laryngeal

2: labiodental
4: alveolar
6: retroflex
8: velar
10: pharyngeal

The type of \(r\) used in American English is unusual and could better be transcribed as \([\text{t}^{\text{h}}]\) – in fact, pronunciation of \(r\) differs between English dialects. Do not assume that the features of \(r\) in some other language such as Finnish, Spanish or Chinese are the same as those for English.
Secondary place of articulation is illustrated in (18), here restricted to secondary articulations on [p t]. All of these consonants are [–syl, –son, +cons, –cont, –del.rel, –lat, –nas, –voice, –s.g., –c.g., –tense].

(18) p p w p w p y p w p w t t w t w t y t w t w
  ant + + + + + + + + + + + +
  cor – – + + + + + + + + + +
  distr + – + +
  hi – – – – + + + +
  lo – – – – – – + + +
  back – – – – – – – + + + –
  round – + – – + – – +

Round consonants might simply have the specification [+round]. Tongue raising and backing is not necessary in order to achieve rounding, whereas tongue raising and backing is by definition necessary in order to have a velarized consonant.

A final important point must be made. The twenty-one features discussed here – syllabic, sonorant, consonantal, high, low, back, round, tense (advanced tongue root), coronal, anterior, strident, distributed, continuant, delayed release, nasal, lateral, spread glottis, constricted glottis, voice, long, stress – are specific empirical hypotheses. This means that they are subject to change in the face of evidence that a change is required, so they are not immutable. On the other hand, as scientific hypotheses, they must be taken seriously until good evidence is presented that another system of features is better (see section 6.6 and chapter 10 for discussion of such changes). Features should not be invented willy-nilly: using distinctive features is not the same as placing a plus sign in front of a traditional articulatory description, and thus describing sounds as [+mid], [+alveolar] or [+vowel] misconstrues the theoretical claim of distinctive features.

6.3 Features and classes of segments

Besides defining phonemes, features play a role in formalizing rules, since rules are stated in terms of features. Every specification, such as [+nasal] or [–voice], defines a class of segments. The generality of a class is inversely related to how many features are required to specify the class, as illustrated in (19).
The most general class, defined by a single feature, is [+syl] which refers to all vowels. The size of that class is determined by the segments in the language: [+syl] in Spanish refers to [i e a o u], but in English refers to [i e a o u]. As you add features to a description, you narrow down the class, making the class less general. The usual principle adopted in phonology is that simpler rules, which use fewer features, are preferable to rules using more features.

One challenge in formalizing rules with features is recognizing the features which characterize classes. Discovering the features which define a class boils down to seeing which values are the same for all segments in the set, then checking that no other segment in the inventory also has that combination of values. The main obstacle is that you have to think of segments in terms of their feature properties, which takes practice to become second nature. As an exercise towards understanding the relation between classes of segments and feature descriptions, we will assume a language with the following segments:

\[
\begin{array}{c}
\text{p} & \text{t} & \text{k} & \text{b} & \text{d} & \text{g} & \text{f} & \text{s} & \text{x} & \text{v} & \text{y} & \text{w} & \text{y} & \text{l} & \text{m} & \text{n} & \text{a} & \text{e} & \text{i} & \text{o} & \text{u} & \text{u} \\
\end{array}
\]

To assist in solving the problems which we will consider, feature matrices of these segments are given below in (21).

\[
\begin{array}{cccccccccccccccc}
\text{cons} & \text{son} & \text{syl} & \text{voi} & \text{cont} & \text{nas} & \text{lat} & \text{ant} & \text{cor} & \text{hi} & \text{bk} & \text{low} & \text{rd} \\
g & + & - & + & + & + & + & - & - & - & - & - & - \\
\end{array}
\]
Each of the following sets of segments can be defined in terms of some set of distinctive features.

(22) i. p t k f s x
    ii. p t b d f s v l m n
    iii. w y l m n a e i o u ü
    iv. p k b g f x v γ
    v. y l m n a e i
    vi. v γ w y a e i o u ü

In the first set, each segment is a voiceless obstruent, and, equally importantly, every voiceless obstruent of the language is included in this first set. This set could be specified as [−sonorant, −voice] or as [−voice], since all voiceless segments in the language are [−sonorant]. Given that both specifications refer to exactly the same segments, there is no question of one solution being wrong in the technical sense (assuming the language has the segments of (20); if the language had [h], these two feature specifications would not describe the segments). However, unless there is a compelling reason to do otherwise, the simplest definition of the set of segments should be given, using only those features which are absolutely necessary. The features which are used to exactly define a set of segments depends very much on what the entire set of segments in the language is. If we were dealing with a language which had, in addition, the segments [p h t h k h] then in specifying the set [p t k f s x], you would have to also mention [−s.g.] in order to achieve a definition of the set which excludes [p h t h k h].

The set (22ii) contains only consonants (i.e. [−syllabic] segments), but it does not contain all of the [−syllabic] segments of the language. Compare the segments making up (22ii) with the full set of consonants:

(23) p t b d f s v l m n ← Selected class of segments
    p t k b d g f s x v γ w y l m n ← Entire set of consonants

This set does not include glides: [consonantal] is the essential property which distinguishes glides (including h and ?, which are lacking here) from regular consonants. Thus, the segments in (ii) are [+consonantal]. But not all
Consonantal segments are included in set (ii): the velars are not included, so we need a further restriction. The features typically used to specify velars are [+high, +back], so we can use one of those features. Thus, you can pick out the segments in (ii) as the class of [+consonantal, −high] segments, or the [+consonantal, −back] segments. Rather than refer to [consonantal], you could try to take advantage of the fact that all glides are [+high] and refer to (ii) as the set of [−high] segments, without mentioning [consonantal]. It is true that all segments in the set are [−high], but [−high] itself cannot be the entire description of this set since not all [−high] segments of the language are in the set: the vowels {aeo} is not in set (ii). We conclude that [+consonantal, −high] is the correct one for this class of segments.

Set (iii) contains a mixture of vowels and consonants: it includes all vowels, plus the nasals, the lateral [l], and the glides. This class is defined by [+sonorant]. Another feature which is constant in this group is [+voice], so you could define the class as [+sonorant, +voice]. But addition of [+voice] contributes nothing, so there is no point to mentioning that feature as well. Set (iv) on the other hand contains only obstruents, but not all obstruents. Of the whole set of obstruents, what is missing from (iv) is the group {tds}, which are [+coronal]. Therefore, we can refer to set (iv) by the combination [−sonorant, −coronal].

The fifth set, {ylmnaei}, includes a mixture of vowels and consonants: it includes all vowels, plus the nasals, the lateral [l], and the glides. This class is defined by [+sonorant]. Another feature which is constant in this group is [+voice], so you could define the class as [+sonorant, +voice]. But addition of [+voice] contributes nothing, so there is no point to mentioning that feature as well. Set (vi) on the other hand contains only obstruents, but not all obstruents. Of the whole set of obstruents, what is missing from (iv) is the group {tds}, which are [+coronal]. Therefore, we can refer to set (iv) by the combination [−sonorant, −coronal].

The fifth set, {ylmnaei}, includes a mixture of vowels and consonants. Some properties that members of this set have in common are that they are voiced, and they are sonorants. Given the phoneme inventory, all sonorants are voiced, but not all voiced segments are sonorants. Since the voiced obstruents {bdgv} are not included in this set, it would be less efficient to concentrate on the feature [+voice], thus we focus on the generalization that the segments are sonorants. Now compare this set to the total set of sonorants.

(24) y l m n a e i
    w y l m n a e i o ü

We can see that this set of segments is composed of a subset of sonorants, namely the sonorants excluding {w, o, u, ü}. But that set is the set of [+round] segments; therefore, the set is the set of [+sonorant, −round] segments.

The last set also contains a mixture of consonants and vowels: it includes all of the vowel and glides, plus the voiced obstruents {v, γ}. Therefore, the feature [sonorant] cannot be used to pick out this class of segments, since members of the class can have both values for that feature. However, all of the members of this class are voiced. Now compare set (vi) against the set of all voiced segments.

(25) v γ w y a e i o ü
    b d g v γ w y l m n a e i o ü

The fundamental difference between [b] and [v], or between [g] and [γ], is that {b, g} are stops while {v, γ} are continuants. This suggests using [+continuant] as one of the defining features for this class. Vowels and
glides are all [+continuant], so we have passed the first test, namely that all segments in set (vi) are [+continuant, +voice]. We must also be sure that this is a sufficient specification for the class: are there any [+continuant, +voice] segments in the language which are not included in set (vi)? The segments to worry about in this case would be {l, m, n}, which are [+voice]. We exclude the nasals via [+continuant] and add [−lateral] to exclude l.

As a further exercise in understanding how sets of segments are grouped by the features, assume a language with the following segmental inventory.

(26) p pʰ t tʰ č k b bʰ v β d ʒ g m ɳ f ɵ s š d ź ů e o ʊ o u a w y

For each group, determine what feature(s) define the particular set of segments.

(27) i.  č k j ɹ ž i ų e o ʊ o u a w y
   ii. s i š e f ɹ v β a ž o u y ɵ ʊ ū w ŧ
   iii.  k y g c w i ū ų ɳ
   iv.  k g a ɻ ɳ

6.4 Possible phonemes and rules – an answer

We now return to the theoretical questions raised at the beginning of this chapter: what is a possible phoneme and what is a possible phonological rule?

6.4.1 Possible phonemes

The theory of features answers the question of possible phonemes, saying that the segments which can be constructed using these features are all and the only possible phonemes. This gives a mathematical upper limit of $2^n$ segments, given $n$ binary features, so if there are twenty features (a reasonable number), there are 1,048,576 logically possible feature specifications, and this is quite a lot of segments. It also has to be physically possible to realize a segment, so the number of possible segments is smaller than this. Many segments can be imagined which are phonetically uninterpretable, such as one which is [−high, +low]. Such a segment is physically impossible since the tongue cannot be contradictorily raised and lowered at the same time, so the nonexistence of a large class of such segments is independently explained. Similarly, no segment can be [+cons, −hi, −back, −ant, −cor]. A segment which is [+cons] is not a vowel or glide. The feature [−back] tells us that the segment would have a place of articulation in front of the velar position. [−ant] tells us that it must have a place of articulation behind the alveolar ridge, and [−hi] tells us that it cannot be a palatal. Everything about this description suggests the vowel [e], except that it is [+consonantal], whereas vowels are [−consonantal]. No major constriction can be formed with the tongue in
the position of [e]: hence this combination of features happens to be physically impossible. To be attested in a language, a segment must be both *combinatorially* possible, i.e. it must use the features given by the theory, and *physically* possible.

Although the set of attested phonemes in human languages is quite large, there are significant limitations on what phonemes are possible. Retroflex consonants have the features [−anterior, +coronal, −distributed]. Recall the question whether a language could contrast two kinds of retroflex consonants, such as apical and sublaminal retroflex as found in Hindi versus Telugu. According to this theory of features, such a contrast is impossible, since no feature is available to describe such a difference within a language. Phonetic differences across languages are possible because phonetic interpretation is not subject to the limitations of phonological feature theory. Were we to discover such a contrast, the theory of features would be challenged, because it has no mechanism for expressing such a distinction. Similarly, the differences attested in the phonetics of [u] and [υ] across languages are never found within a language. In a single language, the maximal contrast is between two such vowels, governed by the feature tense (or ATR). The fact that such differences exist at the phonetic level between languages, but are never exploited within a single language as a way to distinguish words, is an example of the difference between phonetic and phonological properties.

Thus one of the main goals of distinctive feature theory is providing a predictive framework for saying what contrasts will and will not be found in the phoneme systems of human languages.

### 6.4.2 Rule formulation and features

The most important function of features is to form the basis for writing rules, which is crucial in understanding what defines a possible phonological rule. A typical rule of vowel nasalization, which nasalizes all vowels before a nasal, can be formulated very simply if stated in features:

\[
(28) \quad [+\text{syllabic}] \rightarrow [+\text{nasal}] / \quad [+\text{nasal}]
\]

Such a rule is common in the languages of the world. Very uncommon, if it exists at all, is one nasalizing only the lax vowel [ι], and only before [m]. Formulated with features, that rule looks as follows:

\[
(29) \quad \begin{bmatrix} 
+\text{syl} \\
−\text{ATR} \\
+\text{hi} \\
−\text{round} 
\end{bmatrix} \rightarrow [+\text{nasal}] / \quad \begin{bmatrix} 
+\text{nasal} \\
+\text{ant} \\
−\text{coronal} 
\end{bmatrix}
\]

This rule require significantly more features than (28), since [ι] which undergoes the rule must be distinguished in features from other high vowels such as [i] or [υ] which (in this hypothetical case) do not undergo
the rule, and [m] which triggers the rule must be distinguished from [n] or [ŋ] which do not.

**Simplicity in rule writing.** This relation between generality and simplicity on the one hand, and desirability or commonness on the other, has played a very important role in phonology: all things being equal, simpler rules are preferred, both for the intrinsic elegance of simple rules and because they correlate with more general classes of segments. Maximum generality is an essential desideratum of science.

The idea that rules are stated in terms of the simplest, most general classes of phonetically defined segments has an implication for rule formulation. Suppose we encounter a rule where high vowels (but not mid and low vowels) nasalize before nasal stops (n, m, ŋ), thus in → ñ, uŋ → ŋ, and so on. We could formulate such a rule as follows:

$$\begin{align*}
(30) & \quad \left[ +\text{syll} \right] \rightarrow \left[ +\text{nasal} \right] / -\text{cont} \\
& \quad \left[ +\text{hi} \right] \\
& \quad \left[ -\text{low} \right] \\
& \quad \left[ +\text{nasal} \right]
\end{align*}$$

However, we could equally well formalize the rule as

$$\begin{align*}
(31) & \quad \left[ +\text{syll} \right] \\
& \quad \left[ +\text{hi} \right] \\
& \quad \left[ -\text{low} \right] \\
& \quad \left[ +\text{nasal} \right] \\
& \quad \left[ +\text{nasal} \right] \\
& \quad \left[ -\text{cont} \right] \\
& \quad \left[ -\text{low} \right]
\end{align*}$$

We could freely add [−low] to the specification of the input segment (since no vowel can be [+hi, +low], thus high vowels automatically would pass that condition), and since the same class of vowels is referenced, inclusion of [−low] is empirically harmless. Saying that the vowel becomes [+syl, +hi, −low] is harmless, since the vowel that undergoes the change already made these specifications. At the same time, the additional features in (31) are useless complications, so on the theoretical grounds of simplicity, we formalize the rule as (30). In writing phonological rules, we specify only features which are mandatory. A formulation like

$$\begin{align*}
(32) & \quad \left[ +\text{syll} \right] \rightarrow \left[ +\text{nasal} \right] / -\text{cont} \\
& \quad \left[ +\text{nasal} \right]
\end{align*}$$

would mention fewer features, but it would be wrong given the nature of the rule we assume, since the rule should state that only high vowels nasalise, but this rule nasalises all vowels.

**Formalizability.** The claim that rules are stated in terms of phonetically defined classes is essentially an axiom of phonological theory.
What are the consequences of such a restriction? Suppose you encounter a language with a phonological rule of the type \{p, r\} \rightarrow \{i, b\} / \{o, n\}. Since the segments being changed (p and r) or conditioning the change (o and n) cannot be defined in terms of any combination of features, nor can the changes be expressed via any features, the foundation of phonological theory would be seriously disrupted. Such a rule would refute a fundamental claim of the theory that processes must be describable in terms of these (or similar) features. This is what it means to say that the theory makes a prediction: if that prediction is wrong, the theory itself is wrong.

Much more remains to be said about the notion of “possible rule” in phonology; nevertheless, we can see that distinctive feature theory plays a vital role in delimiting possible rules, especially in terms of characterizing the classes of segments that can function together for a rule. We now turn to a discussion of rule formalism, in the light of distinctive feature theory.

### 6.5 The formulation of phonological rules

Many aspects of rule theory were introduced in our informal approach to rule-writing, and they carry over in obvious ways to the formal theory that uses features. The general form of a phonological rule is:

\[
\begin{bmatrix}
\alpha F_i \\
\beta F_j \\
\vdots
\end{bmatrix}
\rightarrow
\begin{bmatrix}
\gamma F_k \\
\mu F_j \\
\vdots
\end{bmatrix}
/ \ldots
\begin{bmatrix}
\theta F_m \\
\delta F_k \\
\vdots
\end{bmatrix}
- \begin{bmatrix}
\kappa F_y \\
\lambda F_i \\
\vdots
\end{bmatrix}
\ldots
\]

Focus Structural Trigger

where \(F_i, F_j, F_k\ldots\) are features and \(\alpha, \beta, \gamma \ldots\) are plus or minus values. The matrix to the left of the arrow is the segment changed by the rule; that segment is referred to as the **focus** or **target** of the rule. The matrix immediately to the right of the arrow is the **structural change**, and describes the way in which the target segment is changed. The remainder of the rule constitutes the **trigger** (also known as the **determinant** or **environment**), stating the conditions outside of the target segment which are necessary for application of the rule.

Each element is given as a matrix, which expresses a conjunction of features. The matrices of the target and trigger mean “all segments of the language which have the features \([\alpha F_i]\) as well as \([\beta F_j]\) . . .” The matrix of the structural change means that when a target segment undergoes a rule, it receives whatever feature values are specified in that matrix.

There are a few special symbols which enter into rule formulation. One which we have encountered is the word boundary, symbolized as “#”. A rule which lengthens a vowel before a word-final sonorant would be written as follows:
A rule which devoices a word-initial consonant would be written as:

\[(35) \quad [-\text{son}] \rightarrow [-\text{voice}] / \# \_\]

A word boundary can come between the target and the trigger segments, in which case it means “when the trigger segment is in the next word.” Such processes are relatively infrequent, but, for example, there is a rule in Sanskrit which voices a consonant at the end of a word when it is followed by a sonorant in the next word, so /tat#aham/ becomes [tad#aham] ‘that I’; voicing does not take place strictly within the word, and thus /pat-a:mi/ ‘I fly’ does not undergo voicing. This rule is formulated as in (36).

\[(36) \quad [-\text{son}] \rightarrow [+\text{voice}] / \# [-\text{son}]\]

Another symbol is the null, Ø, used in the focus or structural change of a rule. As the focus, it means that the segment described to the right of the arrow is inserted in the stated context; and as the structural change, it means that the specified segment is deleted. Thus a rule that deletes a word-final short high vowel which is preceded by a sonorant would be written as follows:

\[(37) \quad [+\text{syl} \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \q
a number of languages which shortens a long vowel if it is followed by either two consonants or else one consonant plus a word boundary, i.e. followed by a consonant that is followed by an consonant or #. Such a rule can be written as (39).

\[
(39) \quad [+syl] \rightarrow [-\text{long}] / \_ [-syl] \left\{ \_ \_ \right\} \#
\]

Most such rules use the notation to encode syllable-related properties, so in this case the generalization can be restated as “shorten a long vowel followed by a syllable-final consonant.” Using [\_] as the symbol for a syllable boundary, this rule could then be reformulated as:

\[
(40) \quad [+syl] \rightarrow [-\text{long}] / \_ [-syl].
\]

Although the brace notation has been a part of phonological theory, it has been viewed with considerable skepticism, partly because it is not well motivated for more than a handful of phenomena that may have better explanations (e.g. the syllable), and partly because it is a powerful device that undermines the central claim that rules operate in terms of natural classes (conjunctions of properties).

Some rules need to refer to a variably sized sequence of elements. A typical example is vowel harmony, where one vowel assimilates a feature from another vowel, and ignores any consonants that come between. Suppose we have a rule where a vowel becomes round after a round vowel, ignoring any consonants. We could not just write the rule as (41), since that incorrectly states that only vowels strictly next to round vowels harmonize.

\[
(41) \quad [+syl] \rightarrow [+\text{rd}] / [+syl,+\text{rd}] \_\_
\]

We can use the subscript-zero notation, and formalize the rule as in (42).

\[
(42) \quad [+syl] \rightarrow [+\text{rd}] / [+syl,+\text{rd}] [-\text{syl}]_0 \_\_
\]

The expression “$[-\text{syl}]_0$” means “any number of $[-\text{syl}]$ segments,” from none to an infinite sequence of them.

A related notation is the parenthesis, which surrounds elements that may be present, but are not required. A rule of the form $X \rightarrow Y / \_ (WZ)Q$ means that $X$ becomes $Y$ before $Q$ or before $WZQ$, that is, before $Q$ ignoring $WZ$. The parenthesis notation essentially serves to group elements together. This notation is used most often for certain kinds of stress-assignment rules and advancements in the theory of stress have rendered parenthesis unnecessary in many cases.

One other very useful bit of notation is the feature variable notation. So far, it has actually been impossible to formalize one of the most common phonological rules in languages, the rule which assimilates a nasal in place of articulation to the following consonant, where $/mk/ \rightarrow [\eta k], /np/$
→ [mp] and so on. While we can write a rule which makes any nasal become [+ant,+cor] before a [+ant,+cor] consonant – any nasal becomes [n] before /t/ – and we can write a rule to make any nasal [+ant,−cor] before a [+ant,−cor] consonant – nasals become [m] before [p] – we cannot express both changes in one rule.

(43)

a.  [ +nas] → [+ant] /−[ +ant]

b.  [ +nas] → [+ant] /−[−cor]

The structural change cannot be “→[+cor]” because when a nasal becomes [m] it becomes [−cor]. For the same reason the change cannot be “→[−cor]” since making a nasal becomes [n] makes it become [+cor]. One solution is the introduction of feature variables, notated with Greek letters α, β, γ, etc. whose meaning is “the same value.” Thus a rule which makes a nasal take on whatever values the following consonant has for place of articulation would be written as follows:

(44)  [ +nas] → [αant] /−[βcor]

Thus when the following consonant has the value [+cor] the nasal becomes [+cor] and when the following consonant has the value [−cor] the nasal becomes [−cor]. We will return to issues surrounding this notation in the final chapter.

There are a couple of commonly used informal shorthand practices which you need to recognize. Many rules refer to “consonants” versus “vowels,” meaning [−syllabic] and [+syllabic] segments, and the shorthand “C” and “V” are often used in place of [−syllabic] and [+syllabic]. Also, related to the feature variable notation, it is sometimes necessary to write rules which refer to the entire set of features. A typical example would be in a rule “insert a vowel which is a copy of the preceding vowel into a word-final cluster.” Rather that explicitly listing every feature with an associated variable, such a rule might be written as:

(45)  Ø → V, / V, C_.C#

meaning “insert a copy of the preceding vowel.”

### 6.6 Changing the theory

The theory of features is an empirical hypothesis, and is subject to revision in the face of appropriate data. It is not handed down by a higher
authority, nor is it arbitrarily picked at the whim of the analyst. It is important to give critical thought to how the set of distinctive features can be tested empirically, and revised. One prediction of the theory which we have discussed in section 4.1 is that the two kinds of phonetic retroflex consonants found in Hindi and Telugu cannot contrast within a language. What would happen if a language were discovered which distinguished two degrees of retroflexion? Would we discard features altogether?

This situation has already arisen: the theory presented here evolved from earlier, similar theories. In an earlier theory proposed by Jakobson and Halle, retroflex consonants were described with the feature [flat]. This feature was also used to describe rounding, pharyngealization, and uvularization. While it may seem strange to describe so many different articulatory characteristics with a single feature, the decision was justified by the fact that these articulations share an acoustic consequence, a downward shift or weakening of higher frequencies. The assumption at that point was that no language could minimally contrast retroflexion, rounding, and pharyngealization. If a language has both [t] and [kʷ], the surface differences in the realization of [flat], as retroflexion versus rounding, would be due to language-specific spell-out rules.

The theory would be falsified if you could show that rounding and pharyngealization are independent, and counterexamples were found. Arabic has the vowels [i a u] as well as pharyngealized vowels [iʕ aʕ uʕ], which derive by assimilation from a pharyngealized consonant. If rounding and pharyngealization are both described by the feature [flat], it is impossible to phonologically distinguish [u] and [uʕ]. But this is not at all inappropriate if the goal is to represent phonological contrasts as opposed to phonetic differences, since the difference between [u] and [uʕ] is a low-level phonetic one. The relevance of Arabic – whether it falsifies the feature [flat] – depends on what you consider to be the purpose of features.

Another prediction is that since uvular and round consonants are both [+flat], there should be no contrast between round and nonround uvulars, or between round velars and nonround uvulars, within a language. But a number of languages of the Pacific Northwest, including Lushootseed, have the contrast [k kʷ q qʷ]: this is a fact which is undeniably in the domain of phonology. The Dravidian language Badaga is reported to contrast plain and retroflex vowels, where any of the vowels [i e a o u] can be plain, half-retroflex, or fully retroflex. If [flat] indicates both retroflexion and rounding, it would be impossible to contrast [u] and [uʕ]. Since such languages actually do exist, their discovery forced the abandonment of the feature [flat] in favor of the system now used.

The specific feature [flat] was wrong, not the theory of features itself. Particular features may be incorrect, which will cause us to revise or replace them, but revisions should be undertaken only when strong evidence is presented which forces a revision. Features form the foundation
of phonology, and revision to those features may lead to considerable changes in the predictions of the theory. Such changes should be undertaken with caution, taking note of unexpected consequences. If the theory changes frequently, with new features constantly being added, this would rightly be taken as evidence that the underlying theory is wrong.

Suppose we find a language with a contrast between regular and sublingual retroflex consonants. We could accommodate this hypothetical language into the theory by adding a new feature [sublingual], defined as forming an obstruction with the underside of the tongue. This theory makes a new set of predictions: it predicts other contrasts distinguished by sublinguality. We can presumably restrict the feature to the [+coronal] segments on physical grounds. The features which distinguish coronals subclasses are [anterior] and [distributed], which alone can combine to describe four varieties of coronal – which actually exist in a number of Australian languages. With a new feature [sublingual], eight coronal classes can be distinguished: regular and sublingual alveolars, regular and sublingual dentals, regular and sublingual alveopalatals, and regular and sublingual retroflex consonants. Yet no such segments have been found. Such predictions need to be considered, when contemplating a change to the theory.

Similarly, recall the problem of “hyper-tense,” “plain tense,” “plain lax” and “hyper-lax” high vowels across languages: we noted that no more than two such vowels exist in a language, governed by the feature [tense]. If a language were discovered with three or four such high vowels, we could add a feature “hyper.” But this makes the prediction that there could also be four-way contrasts among mid and low vowels. If these implications are not correct, the modification to the theory is not likely to be the correct solution to the problem. In general, addition of new features should be undertaken only when there is compelling evidence for doing so. The limited number of features actually in use is an indication of the caution with which features are added to the theory.

The case for labial. A classical case in point of a feature which was added in response to significant problems with the existing feature system is the feature [labial]. It is now accepted that feature theory should include this feature:

[labial]: sound produced with the lips

This feature was not part of the set of features proposed in Chomsky and Halle (1968). However, problems were noticed in the theory without [labial].

The argument for adding [labial] is that it makes rules better formalizable. It was noticed that the following types of rules, inter alia, are frequently attested (see Campbell 1974, Anderson 1974).

(46)  a.  b → w / _ C
    b.  w → b / [+nasal] _
c. \( w \rightarrow v \)

\( i \rightarrow u \) \( \{p, b, m, w, u, o\} \_

In the first three rules, the change from bilabial obstruent to rounded glide or rounded glide to labiodental obstruent is a seemingly arbitrary change, when written according to the then-prevailing system of features. There is so little in common between \([b]\) and \([w]\), given these features, that a change of \([b]\) to \([r]\) would be simpler to formulate as in (47b), and yet the change \([b] \rightarrow [r]\) is unattested.

\[
\begin{align*}
(47) \text{a.} & \quad \begin{bmatrix} +\text{ant} \\ -\text{cor} \\ +\text{voi} \end{bmatrix} \rightarrow \begin{bmatrix} -\text{ant} \\ -\text{cons} \\ +\text{hi} \\ +\text{bk} +\text{rd} \end{bmatrix} /_{-} \text{C} & \quad \text{b.} & \quad \begin{bmatrix} -\text{cons} \\ +\text{hi} \\ +\text{rd} \end{bmatrix} \rightarrow \begin{bmatrix} +\text{ant} \\ -\text{cor} \\ -\text{hi} \\ -\text{rd} \end{bmatrix}
\end{align*}
\]

In the last rule of (46), no expression covers the class \(\{p, b, m, w, u, o\}\): rather they correspond to the disjunction \([+\text{ant}, -\text{cor}]\) or \([+\text{round}]\)

These rules can be expressed quite simply with the feature \([\text{labial}]\).

\[
(48) \quad \text{a.} & \quad \begin{bmatrix} +\text{labial} \\ +\text{voi} \end{bmatrix} \rightarrow [ -\text{cons} ] /_{-} \text{C} & \quad \text{b.} & \quad \begin{bmatrix} +\text{labial} \\ -\text{cons} \end{bmatrix} \rightarrow [ +\text{cons} ] / +\text{nasal} \_ \\
\end{align*}
\]

\[
\begin{align*}
(48) \quad \text{c.} & \quad \begin{bmatrix} +\text{labial} \\ +\text{round} \end{bmatrix} \rightarrow [ +\text{cons} ] & \quad \text{d.} & \quad i \rightarrow [ +\text{labial} ] +\text{labial} \_ \\
\end{align*}
\]

Feature redefinition. Even modifying definitions of existing features must be done with caution, and should be based on substantial evidence that existing definitions fail to allow classes or changes to be expressed adequately. One feature which might be redefined is \([\text{continuant}]\). The standard definition states that a segment is \([+\text{continuant}]\) if it is produced with air continuously flowing through the oral cavity. An alternative definition is that a segment is \([+\text{continuant}]\) if air flows continuously through the vocal tract. How do we decide which definition is correct? The difference is that under the first definition, nasals are \([-\text{continuant}]\) and under the second definition, nasals are \([+\text{continuant}]\).

If the first definition is correct, we expect to find a language where \(\{p, t, č, k, m, n, ř, b, d, j, g\}\) undergo or trigger a rule, and \(\{f, s, ť, x, v, z, ð, γ\}\) do not: under the “oral cavity” definition, \([-\text{continuant}]\) refers to the class of segments \(\{p, t, č, k, m, n, ř, b, d, j, g\}\). On the other hand,
if the second hypothesis is correct, we should find a language where \{n, m, n, f, s, x, v, x, \gamma\} undergo or trigger a rule, and the remaining consonants \{p, t, c, k, b, d, j, g\} do not: under the “vocal tract” definition of [continuant], the feature specification [+continuant] would refer to the set \{n, m, n, f, s, x, v, x, \gamma\}.

Just as important as knowing what sets of segments can be referred to by one theory or another, you need to consider what groupings of segments cannot be expressed in a theory. Under either definition of [continuant], finding a process which refers to \{p, t, k, b, d, g\} proves nothing, since either theory can refer to this class, either as [−continuant] in the “oral cavity” theory or as [−continuant, −nasal] in the “vocal tract” theory. The additional feature needed in the “vocal tract” theory does complicate the rule, but that does not in itself disprove the theory. If you find a process referring to \{n, m, n, f, s, x, v, x, \gamma\}, excluding \{p, t, k, b, d, g\}, this would definitively argue for the “oral cavity” theory. Such a class can be referred to with the specification [+continuant] in the “oral cavity” theory, but there is no way to refer to that set under the “vocal tract” theory. As it stands, we have not found such clear cases: but, at least we can identify the type of evidence needed to definitively choose between the theories. The implicit claim of feature theory is that it would be impossible for both kinds of rules to exist in human languages. There can only be one definition of any feature, if the theory is to be coherent.

Central vowels. We will consider another case where the features face a problem with expressing a natural class, relating to the treatment of central versus back vowels. In chapter 3 we saw that Kenyang [k] and [q] are in complementary distribution, with [q] appearing word-finally after the vowels [o], [ɔ] and [a] and [k] appearing elsewhere. Representative examples are reproduced here.

(49) enɔq ‘tree’ enoq ‘drum’
ŋɑaq ‘knife’ ekuq ‘leg’
maq ‘dirt’ ndeq ‘European’
pɔbrik ‘work project’ ayuk (person’s name)

Schwa does not cause lowering of [k] to [q]. In the standard account of vowels, [ɔ] differs from [ɔ] only in rounding, though phonetic tradition claims that these vowels also differ in being back ([ɔ]) versus central ([ɔ]). As previously discussed, this difference is attributed to a low level, phonologically insignificant phonetic factor.

The problem which Kenyang poses is that it is impossible to formulate the rule of k-lowering if schwa is phonologically a mid back unrounded vowel. A simple attempt at formulating the rule would be:

(50) \[
\begin{array}{c}
+ \text{hi} \\
+ \text{back}
\end{array}
\rightarrow [−\text{high}]\left[+\text{back}\right]
\]
If schwa is [+back, −hi, −round] it would satisfy the requirements of the rule so should cause lowering of /k/, but it does not: therefore this formulation cannot be correct. Since schwa differs from [ə] in being [−round], we might try to exclude [ə] by requiring the trigger vowel to be [+round].

\[
\begin{array}{c}
+\text{hi} \\
+\text{back}
\end{array}
\rightarrow
\begin{array}{c}
-\text{high} \\
-\text{high} \\
+\text{round}
\end{array}
\]

But this formulation is not correct either, since it would prevent the nonround low vowel [ə] from triggering uvularization, which in fact it does do.

These data are a problem for the theory that there is only a two-way distinction between front and back vowels, not a three-way distinction between front, central, and back vowels. The uvularization rule of Kenyang can be formulated if we assume an additional feature, [±front], which characterizes front vowels. Under that theory, back vowels would be [+back, −front], front vowels would be [+front, −back], and central vowels would be [−back, −front]. Since we must account for this fact about Kenyang, the theory must be changed. But before adding anything to the theory, it is important to consider all of the consequences of the proposal.

A positive consequence is that it allows us to account for Kenyang. Another possible example of the relevance of central vowels to phonology comes from Norwegian (and Swedish). There are three high, round vowels in Norwegian, whereas the standard feature theory countenances the existence of only two high rounded vowels, one front and one back. Examples in Norwegian spelling are do ‘outhouse,’ du ‘you sg’ and dy ‘forbear’! The vowel o is phonetically [u], and u and y are distinct nonback round vowels. In many IPA transcriptions of Norwegian, these are transcribed as [du] ‘you sg’ and [dy] ‘forbear’, implying a contrast between front, central and back round vowels. This is exactly what the standard view of central vowels has claimed should not happen, and it would appear that Norwegian also falsifies the theory.

The matter is not so simple. The vowels spelled u versus y also differ in lip configuration. The vowel u is “in-rounded,” with an inward narrowing of the lips, whereas y is “out-rounded,” with an outward-flanging protrusion of the lips. This lip difference is hidden by the selection of the IPA symbols [u] versus [y]. While it is clear that the standard theory does not handle the contrast, we cannot tell what the correct basis for maintaining the contrast is. We could treat the difference as a front ~ central ~ back distinction and disregard the difference in lip configuration (leaving that to phonetic implementation); or, we could treat the labial distinction as primary and leave the presumed tongue position to phonetic implementation.
Given that the theory of features has also accepted the feature [labial], it is possible that the distinction lies in [labial] versus [round], where the out-rounded vowel <y> is [+round, +labial] and in-rounded <u> is [−round, +labial] – or vice versa. Unfortunately, nothing in the phonological behavior of these vowels gives any clue as to the natural class groupings of the vowels, so the problem of representing these differences in Norwegian remains unresolved. Thus the case for positing a distinct phonological category of central vowel does not receive very strong support from the vowel contrasts of Norwegian.

A negative consequence of adding [front], which would allow the phonological definition of a class of central vowels, is that it defines unattested classes and segments outside of the realm of vowels. The classical features could distinguish just [k] and [k’], using [±back]. With the addition of [front], we would have a three-way distinction between k-like consonants which are [+front, −back], [−front, −back] and [−front, +back]. But no evidence at all has emerged for such a contrast in any language. Finally, the addition of the feature [front] defines a natural class [−back] containing front and central vowels, but not back vowels: such a class is not possible in the classical theory, and also seems to be unattested in phonological rules. This may indicate that the feature [front] is the wrong feature – at any rate it indicates that further research is necessary, in order to understand all of the ramifications of various possible changes to the theory.

Thus the evidence for a change to feature theory, made to handle the problematic status of [a] in Kenyang phonology, would not be sufficiently strong to warrant complete acceptance of the new feature. We will suspend further discussion of this proposal until later, when nonlinear theories of representation are introduced and answers to some of the problems such as the unattested three-way contrast in velars can be considered. The central point is that changes in the theory are not made at will: they are made only after considerable argumentation and evidence that the existing theory is fundamentally inadequate.
Exercises

1. Assume a segmental inventory composed of: [ʕ k t d s z n p f b i u e o a w h]. Indicate what feature or features characterize the following classes of sounds.
   i. ʕ k u o a w
   ii. f p k h
   iii. f p b t s d zn
   iv. ʕ u o w a b d zn ie
   v. i z n e d

2. Given the segments [w y h ʔ i ə a o u ɔ u m /syllabicitymark l r m ŋ p t k y k q b ð d d y g /H9253], describe the following segment classes, being as economical as you can with your use of features.
   i. m l r m ŋ p t k y k q b ð d
   ii. w y h i ə a o u m /syllabicitymark l r m ŋ
   iii. w y h i ə a o u l r ə γ
   iv. y i e a l r ə d d γ
   v. y i k d
   vi. i e a o u m
   vii. i e a o u m /syllabicitymark

3. Assume a language with the following segmental inventory:
   p t t s /cwedge c k /H9272 f /H9258 s /swedge x b d d z /jwedge /jdotlessbarred m n ŋ i u ü w y
   (In this case, <c> represents a palatal stop, assumed to be featurally identical to a palatalized k.) In each of the following groups, one of the segments is not a member of the natural class which the other sounds belong to. Identify that sound, and state what features characterize the remaining class of segments.
   i. t /cwedge c
   ii. t t s /cwedge /H9258 s /swedge d d z /jwedge /jdotlessbarred n l
   iii. c k x /jwedge /jdotlessbarred ŋ i u ü w y
   iv. k x ŋ u u a w y
   v. p f b m l o u ü o w

4. Based on the segmental inventory [p t k b d m n ɣ ϕ f s l a i o u y], characterize the following segments or groups of segments uniquely using the fewest features possible:
   i. ɣ
   ii. i
   iii. n
   iv. b, d
   v. a, o
   vi. o, u

5. State all of the features which are changed in each of the following rules:
   i. p → f
   ii. t → ɣ
   iii. o → w
   iv. k → s
   v. s → t
   vi. a → i
6. Formalize the following rules using distinctive features (segmental inventories to be assumed for each language are given in brackets):

- i. \( b, d, g \rightarrow \beta, \delta, \gamma \)
- ii. \( p, k, q \rightarrow \beta, \gamma, \kappa \)
- iii. \( \emptyset \rightarrow y, i, e, o, u, a \)
- iv. \( t \rightarrow s, \_i \)
- v. \( s \rightarrow r, V, \_V \)

7. Review previous solutions to exercises which you have done in the preceding chapters, and state the rules according to the features given here: discuss any problems which you may encounter in reformalizing these rules.

**Further reading**

Campbell 1974; Chomsky and Halle 1968; Jakobson and Halle 1956; Jakobson, Fant and Halle 1952; Trubetzkoy 1939.
This chapter explores a subset of the phonologies of a number of languages. The purpose of this chapter is to make explicit the reasoning typically applied to the task of solving a phonology problem. By studying models of problem solving, you not only better understand the logic of problem solving, you will also gain experience with rules and issues regarding underlying representations encountered in the languages of the world.
Analyzing a system of phonological alternations is not trivial: it requires practice, where you gain experience by solving phonological problems of increasing complexity, experience which facilitates subsequent problem solving. The wider your experience is with actual phonological processes and problem solving, the better able you will be to appreciate what processes are common in the languages of the world, and to understand the dynamics of hypothesis formation, testing and revision. The first analyses given here will be more explicit about the reasoning that goes into solving data sets of this nature, in some cases deliberately going down the wrong analytical path, so that you have the opportunity to recognize the wrong path, and see how to get back on the right path. In practice, many of the calculations that are involved here are done without explicitly thinking about it – once you have suitable experience with problem solving.

### 7.1 Yawelmani

Our first problem involves alternations in the verb paradigm in the Yawelmani dialect of Yokuts (California).

#### 7.1.1 The data

Three phonological rules will be motivated by the following examples: vowel epenthesis, vowel shortening, and vowel harmony. It is not obvious what the underlying representation of verb roots is, so besides finding the rules we must make decisions about underlying forms.

<table>
<thead>
<tr>
<th>(1)</th>
<th>Nonfuture</th>
<th>Imperative</th>
<th>Dubitative</th>
<th>Passive aorist</th>
</tr>
</thead>
<tbody>
<tr>
<td>xathin</td>
<td>xatk’a</td>
<td>xatal</td>
<td>xatit</td>
<td>‘eat’</td>
</tr>
<tr>
<td>dubhun</td>
<td>dubk’a</td>
<td>dubal</td>
<td>dubut</td>
<td>‘lead by hand’</td>
</tr>
<tr>
<td>xilhin</td>
<td>xilk’a</td>
<td>xilal</td>
<td>xilit</td>
<td>‘tangle’</td>
</tr>
<tr>
<td>k’o?hin</td>
<td>k’o?k’o</td>
<td>k’o?ol</td>
<td>k’o?it</td>
<td>‘throw’</td>
</tr>
<tr>
<td>doshin</td>
<td>dosk’o</td>
<td>dosol</td>
<td>dosit</td>
<td>‘report’</td>
</tr>
<tr>
<td>şaphin</td>
<td>şapk’a</td>
<td>şapal</td>
<td>şapit</td>
<td>‘burn’</td>
</tr>
<tr>
<td>lanhin</td>
<td>lank’a</td>
<td>lanal</td>
<td>lanit</td>
<td>‘hear’</td>
</tr>
<tr>
<td>mek’hin</td>
<td>mek’k’a</td>
<td>me:k’al</td>
<td>me:k’it</td>
<td>‘swallow’</td>
</tr>
<tr>
<td>wonhin</td>
<td>wonk’o</td>
<td>wonol</td>
<td>wonit</td>
<td>‘hide’</td>
</tr>
<tr>
<td>p’axathin</td>
<td>p’axatk’a</td>
<td>p’axa:tal</td>
<td>p’axa:tit</td>
<td>‘mourn’</td>
</tr>
<tr>
<td>hiwethin</td>
<td>hiwetk’a</td>
<td>hiwectal</td>
<td>hiwectit</td>
<td>‘walk’</td>
</tr>
<tr>
<td>yawalhin</td>
<td>yawalk’a</td>
<td>yawala</td>
<td>yawa:lit</td>
<td>‘follow’</td>
</tr>
<tr>
<td>pa?tihin</td>
<td>pa?tijk’a</td>
<td>pa?tal</td>
<td>pa?tit</td>
<td>‘fight’</td>
</tr>
<tr>
<td>logiwhin</td>
<td>logiwk’a</td>
<td>logwol</td>
<td>logwit</td>
<td>‘pulverize’</td>
</tr>
<tr>
<td>lihimhin</td>
<td>lihimk’a</td>
<td>lihmal</td>
<td>lihmit</td>
<td>‘run’</td>
</tr>
<tr>
<td>?ayiyhin</td>
<td>?ayiyk’a</td>
<td>?ayyal</td>
<td>?ayyit</td>
<td>‘pole a boat’</td>
</tr>
<tr>
<td>t’oyixhin</td>
<td>t’oyixk’a</td>
<td>t’oyxol</td>
<td>t’oyxit</td>
<td>‘give medicine’</td>
</tr>
<tr>
<td>luk’ullhun</td>
<td>luk’ulk’a</td>
<td>luk’lal</td>
<td>luk’lut</td>
<td>‘bury’</td>
</tr>
</tbody>
</table>
7.1.2 The first step: morphology

First we need a morphological analysis of the data. In a simple case, this involves looking at columns and rows of data, and figuring out which subparts of words are consistently present with one meaning, and which other subparts are consistently present with other meanings. This task is more complicated when the surface shape of roots and affixes changes due to phonological rules. We cannot provide a definitive morphological analysis of these data without knowing what the phonological system is, and certainty as to the phonological rules is impossible without knowing the morphological analysis. We break out of this seeming circle by adopting a preliminary and less precise analysis of the phonology and morphology. Improvement in the underlying representations should result in better rules, and as we refine the system of rules, the nature of the underlying distinctions hopefully becomes clearer.

In this case, four suffixes are added to roots, -hin ~ -hun ‘nonfuture,’ -k’a ~ -k’o ‘imperative,’ -al ~ -al ‘dubitative’ and -it ~ -ut ‘passive aorist.’ The notation -hin ~ -hun indicates that the suffix is pronounced either as -hin or as -hun. We need to discover when one form versus the other is used, and express that relation in terms of an underlying form and a rule changing the underlying form.

Stem variants. Some stems have only one surface shape: xat- ‘eat,’ dub- ‘lead by hand,’ xil- ‘tangle,’ and k’oʔ- ‘throw,’ so the most natural assumption would be that these are the underlying forms for these particular stems (this assumption may turn out to be wrong, but it is a good starting assumption). Most stems in the data set have two surface manifestations. An important first step in understanding the rules of the language is to identify the alternations in the data, and one way to make the alternations explicit is to list the phonetic variants of each stem.

<table>
<thead>
<tr>
<th>Stem</th>
<th>Variants</th>
</tr>
</thead>
<tbody>
<tr>
<td>dos</td>
<td>‘report’</td>
</tr>
<tr>
<td>lan</td>
<td>‘hear’</td>
</tr>
<tr>
<td>won</td>
<td>‘hide’</td>
</tr>
<tr>
<td>hiwet</td>
<td>‘walk’</td>
</tr>
<tr>
<td>yawal</td>
<td>‘follow’</td>
</tr>
<tr>
<td>?ilik</td>
<td>‘sing’</td>
</tr>
<tr>
<td>?ugun</td>
<td>‘drink’</td>
</tr>
<tr>
<td>?ayiy</td>
<td>‘pole a boat’</td>
</tr>
<tr>
<td>luk’ul</td>
<td>‘bury’</td>
</tr>
<tr>
<td>?a:mil</td>
<td>‘help’</td>
</tr>
<tr>
<td>ša:lik’</td>
<td>‘wake up’</td>
</tr>
</tbody>
</table>

In these cases, decisions must be made regarding the underlying forms.
Suffix variants. We must decide what the underlying form of each suffix is, and they all have two surface variants in terms of their vowel: either a nonrounded vowel, or a rounded vowel. For each suffix, we group the verbs in terms of which variant of the suffix is used with them.

- hun  dub, ?ugun, luk’ul
- k’o  k’o?, dos, won, ?opot
- ol   k’o?, dos, won, ?opot, logw, t’oyx, sonl, moyn
- ut   dub, ?ugn, luk’l

7.1.3 Identifying phonological regularities
Vowel harmony. Having grouped the examples in this fashion, a phonological regularity can be detected. For the suffix hin ~ hun, the vowel u appears when the preceding vowel is u, and i appears in the suffix after any other vowel. The suffix it ~ ut obeys this same rule. The suffixes k’a ~ k’o and al ~ ol have the vowel o after o. This can be explained by positing a rule of vowel harmony between the suffix vowel and whatever vowel precedes it, where /a/ assimilates to /o/ and /i/ assimilates to /u/.

(4) \[
\begin{array}{c}
V \\
\alpha hi
\end{array} \rightarrow [ + \text{round}] / \begin{array}{c}
V \\
\alpha hi \\
+ \text{round}
\end{array} \]

C_{o}

The variable notation – α hi . . . α hi . . . – expresses the condition that the vowels must have the same value of [hi], i.e. the harmonizing vowel must be [± hi] after a [± hi] round vowel, and [− hi] after a [− hi] round vowel, in order for the harmony rule to apply.

Vowel shortening. The next problem to tackle is the variation in the shape of the stem. A useful next step in trying to analyze that variation is to see whether the variants can be arranged into a small number of groups, organized according to the nature of the difference between the two stem shapes. In looking for such an organization, notice that some
stems alternate in terms of having long versus short vowels, and in terms of having versus lacking a second vowel. Accordingly, we organize the data into the following classes of stem alternations (including the class of stems which have no alternation).

(5)  

\[
\begin{align*}
\text{CVC} & \rightarrow \quad \text{xat, dub, xil, k'o} \\
\text{CVC} \sim \text{CV:C} & \rightarrow \quad \text{dos} \sim \text{do:s}, \text{ʃap} \sim \text{ʃap}, \text{lan} \sim \text{la:n}, \\
& \quad \text{mek'} \sim \text{mek'}, \text{won} \sim \text{wo:n} \\
\text{CVCVC} \sim \text{CVC:C} & \rightarrow \quad \text{p'axat} \sim \text{p'axa:t}, \text{hiwet} \sim \text{hiwet}, \\
& \quad \text{ʔopot} \sim \text{ʔopot}, \text{yawal} \sim \text{yawa:l} \\
\text{CVCVC} \sim \text{CVCC} & \rightarrow \quad \text{pa?it} \sim \text{pa?t}, \text{ʔilik} \sim \text{ʔilk}, \text{logiw} \sim \text{logw}, \\
& \quad \text{ʔugun} \sim \text{ʔugn}, \text{lihim} \sim \text{lihm}, \text{ʔayj} \sim \text{ʔayy}, \\
& \quad \text{t'oyix} \sim \text{t'oyx}, \text{luk’ul} \sim \text{luk’l} \\
\text{CV:CVC} \sim \text{CVCC} & \rightarrow \quad \text{so:nil} \sim \text{sonl}, \text{ʔamil} \sim \text{ʔaml}, \text{mo:yin} \sim \text{moyn}, \\
& \quad \text{ʔa:lik'} \sim \text{ʔalk'}
\end{align*}
\]

The initial hypothesis is that the invariant CVC stems have the underlying shape CVC. If there is no reason to make the underlying form be different from the surface form, the two forms should be assumed to be identical. Building on that decision, we will now set forth a hypothesis for stems which vary in shape between CVC and CV:C. It is highly unlikely that these stems also have the underlying shape CVC, since that would make it hard to account for stems such as /xat/ which are invariant CVC. We could not predict whether a stem vowel is supposed to have a length alternation or not, and the reasoning that leads to hypothesizing an underlying distinction /xat/ vs. /do:s/ which is contextually neutralized is exactly the same as that which leads to hypothesizing that in Russian (discussed in chapter 4) the word for ‘time’ is underlyingly /raz/ and ‘forest’ is /les/.

Given the conclusion that stems like /do:s/ have an underlying CV:C form, under what circumstance is the underlyingly long vowel of the stem shortened? Taking /do:s/ as a representative, and mechanically combining the assumed underlying stem with what we take to be the underlying form of the suffix, we arrive at the following underlying and surface relations.

(6)  

| underlying | do:s-hin | do:s-k’a | do:s-al | do:s-it |
| surface    | dos:hin | dos:k’o | dos:al | dos:it |

The change of /a/ to [o] is due to vowel harmony. There is also a change in vowel length before k’a and hin, and not before -al and -it. These suffixes are distinguished by whether they begin with a consonant or a vowel, thus whether combining the stem and suffix would result in the sequence V:CC. Scanning the entire data set reveals an important generalization, that a long vowel is always followed by CV, that is, a long vowel only occurs in an open syllable. The discovery of this generalization allows us to posit the following vowel shortening rule.

(7)  

\[ V \rightarrow [\text{long}] / _\text{CC} \]
This rule is all that is needed to explain both the invariant CVC stems and the alternating CV:C \sim CVC stems. Underlying /doːs-hin/ undergoes (7) and gives the surface form [doshin] \sim all other forms preserve the underlying length of the vowel. The existence of this rule also explains why we do not find the surface sequence V:CC \sim a long vowel before a cluster of two consonants \sim anywhere in the data, as such sequences undergo vowel shortening.

We turn next to the stems with the shape CVC\textsubscript{VC} \sim CVC\textsubscript{VC}:C such as \textit{p'axat} \sim \textit{p'axa:t}. Since we have already encountered a rule which accounts for alternations in vowel length, we should immediately suspect that this length alternation is the same as the one just accounted for in CV:C \sim CVC stems. When we inspect the contexts where the long-vowel variant occurs, we see that there are long vowels when a vowel-initial suffix is added, and short vowels when a consonant-initial suffix is added. In other words, these stems are virtually the same as /CV:C/ stems, except that they have the underlying shape /CVC\textsubscript{VC}/. We initially hypothesized that there was a rule of vowel shortening based on /CV:C/ stems, and that rule nicely handled those data. The way we formulated that rule was quite general, since it only said “shorten a long vowel before two consonants.” Such a statement predicts that, if there are other stem shapes such as /CVC\textsubscript{VC}/, they too will undergo that rule. We have now discovered that such stems do undergo the shortening rule, providing independent support for that rule.

\textbf{Epenthesis.} This reduces the unsolved part of the problem to two remaining classes of stems. In one of those, there is an alternation between presence versus absence of a vowel, and in the second group there is an alternation in vowel length as well as an alternation in the presence versus lack of a vowel in the second syllable; this should make us suspect that the vowel shortening rule applies to the second of these sets. Concentrating on the contexts where the stem has the shape CV(:)CVC as opposed to the shape CVCC, we notice that CV(:)CVC appears before consonant-initial suffixes and CVCC appears before vowel-initial suffixes. We do not know at this point whether the second vowel is underlyingly part of the stem and is deleted in one context, or whether the vowel is inserted in a different context. Therefore, we will consider both possibilities: consideration of alternative hypotheses is an essential part of problem solving.

First suppose that the vowel is not part of the underlying representation of the stem. In that case, we assume the following representations

\begin{align*}
\text{(8) underlying} & \quad ?\text{lk}\text{hin} & ?\text{lk}\text{k}'\text{a} & ?\text{lk}\text{al} & ?\text{lk}\text{it} \\
\text{surface} & \quad ?\text{lik}\text{hin} & ?\text{lik}\text{k}'\text{a} & ?\text{lik}\text{al} & ?\text{lik}\text{it} \\
\text{underlying} & \quad s\text{a}:\text{l}\text{k}'\text{hin} & s\text{a}:\text{l}\text{k}'\text{k}'\text{a} & s\text{a}:\text{l}\text{k}'\text{al} & s\text{a}:\text{l}\text{k}'\text{it} \\
\text{surface} & \quad s\text{a}:\text{lik}'\text{hin} & s\text{a}:\text{lik}'\text{k}'\text{a} & s\text{al}'\text{k}'\text{al} & s\text{al}'\text{k}'\text{it}
\end{align*}

Focusing on the hypothesized underlying representations where a vowel might be inserted, we notice that a vowel appears only where the underlying representation has a sequence of three consonants. Looking at all of
the data, we notice that there are no surface sequences of three or more consonants, making such an epenthesis approach plausible.

In order for an epenthesis solution to work, the actual quality of the inserted vowel must be completely predictable. If we were to discover that the quality of the second vowel is unpredictable, then it would necessarily be part of the underlying representation since unpredictable information must be in the underlying form. The vowel in the second syllable is always high, and is round when the preceding vowel is high and round. In other words, the vowel in question is a high vowel whose backness and roundness is predictable, given the rule of vowel harmony, and thus the vowel is fully predictable. Given the harmony rule, we can assume that the second vowel is $i$. It is then possible to account for these examples by applying the following rule of epenthesis.

\[
(9) \quad \emptyset \rightarrow V / C \_ CC \quad [\text{hi}]
\]

Given (9), the underlying form of the CVGiC $\sim$ CVCC stems would be /CVCC/ and the underlying form of the CV:GiC $\sim$ CVCC stems would be /CV:CC/. For stems like /ʔilik/, epenthesis applies to underlying /CVCC+CV(C)/ to give surface [CVCiC+CV(C)]: /ʔilkhin/ $\rightarrow$ [ʔilikhin]. The alternant CVCC before VC suffixes $\sim$ [ʔilkal] $\sim$ directly reflects the underlying form.

For /CV:CC/ stems like /sə:lk'/, epenthesis will also apply to underlying /CV:CC+CV(C)/, giving the surface form [CV:GiC+CV(C)]: /sə:likhin/ $\rightarrow$ [sə:likhin]. When a VC suffix is added to such stems, there is no epenthesis, but we do find shortening of the underlyingly long vowel which stands before a consonant cluster: (/sə:kal/ $\rightarrow$ [salkal]). The rules of vowel harmony, epenthesis and vowel shortening, combined with our analyses of underlying representations, account for all aspects of the data in (1). We conclude that epenthesis is a possible account of these alternations.

The preceding analysis has assumed a rule of epenthesis based on underlying representations of the form /CVCC/ and /CV:CC/, but we should explore the competing hypothesis that the vowel found in these stems is not inserted, and is part of the underlying representation. Under that hypothesis, underlying representations of the relevant stems would be the following.

\[
(10) \quad \text{paʔit, ʔilik, logiw, ʔugun, lihim, ʔayiy, t’oyix, luk’ul}
\text{so:nil, ʔa:mil, moyin, şa:lik’}
\]

Presuming that these are the underlying stems, a rule of vowel deletion is required to explain the discrepancy between surface and underlying forms, which can be seen in (11).

\[
(11) \quad \begin{array}{llllll}
\text{underlying} & \text{surface} & \text{luk’ul-hun} & \text{luk’ul-k’a} & \text{luk’ul-al} & \text{luk’ul-ut} \\
\text{underlying} & \text{surface} & \text{so:nil-hin} & \text{so:nil-k’a} & \text{so:nil-ol} & \text{so:nil-it} \\
\end{array}
\]

Doing an analysis
In forms which involve an alternation between a vowel and Ø, the context for vowel deletion would initially appear to be in an open syllable. This statement would produce too general a rule, since there are many vowels in open syllables, viz. xatal, k'ʔit, dosit, p'axathin and p'axa:tal among others. In some of these, deletion of a vowel would lead to a word-initial consonant cluster, i.e. we would predict *xtal, *kʔit, *dsit, *p'xathin, and *p'xa:tal, and we see no word-initial clusters of consonants. If we are to have vowel deletion, the rule must be restricted from creating such clusters, so one way to enforce that requirement is to require the target of deletion to be preceded by the sequence VC. Thus, we might hypothesize the following syncope rule, one found in many languages.

(12) \( V \rightarrow \emptyset / \text{VC CV} \)

This rule still makes incorrect predictions, since in fact there are vowels in the context VC.CV, as shown by forms such as p'axa:tal, ?opo:tit, which according to (12) should be deleted. Since all such examples involve long vowels, it is a simple matter to restrict the assumed deletion rule to short vowels.

(13) \( V \rightarrow \emptyset / \text{VC.CV} \)  
\([-\text{long}]\)

With this rule of vowel syncope, the problem of vowel \( \sim \emptyset \) alternations can also be accounted for. The remaining details of the analysis are exactly the same as they are under the assumption that there is a rule of vowel insertion.

**7.1.4 Evaluating alternatives**

In terms of simply generating the data, both the syncope and epenthesis analyses work. The question then becomes, is there a reason to chose one of these hypotheses over the other? It is entirely possible that we will not be able to come up with any compelling reasons for selecting one analysis over the other, in which case we must simply accept the fact that there are two equally plausible ways to account for the facts. As far as the simplicity, naturalness and generality of the two analyses is concerned, neither theory is superior to the other. Processes inserting vowels to break up CCC clusters are very common, as are rules of syncope which delete short vowels in the context VC.CV.

We should also consider the factual predictions of the two analyses. The epenthesis analysis predicts that there should be no CCC sequences in the language, and this appears to be correct. On the other hand, the syncope analysis predicts that there should be no short vowels in the context VC.CV, which also appears to be correct. Interestingly, neither account actually makes the prediction of the competing analysis – so, the epenthesis analysis does not preclude the existence of short vowels in the context VC.CV, and the syncope analysis does not preclude the existence of CCC sequences. If it turns out that there are CCC sequences in the language, the epenthesis solution will probably have to be rejected; whereas if there are VCVCV sequences in the language, the syncope analysis will probably

---

**By sheer counting of symbols, the epenthesis rule might be slightly superior since it only requires reference to five entities and syncope requires reference to seven entities. Such literal symbol counting, practiced in the early era of generative phonology, is misguided.**
have to be rejected. This would motivate further research into the language, to determine if one of these analyses makes a bad prediction.

A related issue to consider is the question of “coincidence,” in terms of assumed underlying representations. In lieu of a specific rule which restricts the occurrence of phonemes in some environment, we expect phonemes to combine without any constraints. Clearly there must be some constraints on underlying representations in Yawelmani, since, for example, we do not find underlying representations such as /ioate/ with sequences of vowels. In this case, there is no motivation from phonological alternations to suspect that there might be underlying forms such as /ioate/. As far as logical possibilities in underlying forms are concerned for the issue at hand – epenthesis versus deletion – both analyses result in systematic gaps in the logically possible underlying forms. Under the epenthesis analysis, there are apparently no stems of the underlying form /CVCVC/, although there are stems of the form /CVCVC/. Under the syncope analysis, we notice that all short second-syllable vowels in disyllabic stems are in fact /i/ (surface [u] in some cases, in accordance with vowel harmony).

At this point, it is impossible to give strong arguments in favor of one analysis over another, so we accept this indeterminacy for now. The fundamental point is that each analysis implies a set of predictions about possible and impossible forms in the language, and these predictions need to be tested against the available data. In this case, we have not been able to determine that one theory is clearly superior to the other. The main research problem which we face is that the corpus of data from Yawelmani available to us at this point is restricted, so we cannot know whether generalizations which we extract about the language based on this particular corpus are representative of the language as a whole. Even if we had access to a reference grammar for the language, there is some chance that our empirical generalizations based on the data from that grammar would not hold for the whole language, if the author of the grammar were not aware of all examples.

### 7.2 Hehe

The following data illustrate phonological processes of Hehe (Tanzania). Each noun is in one of fifteen numbered noun classes, like genders in French or German. The class of a noun is marked by a prefix. The goal is to determine the underlying form of stems and prefixes, and explain the processes at work in these data.

#### 7.2.1 The data

Here are the relevant data from nouns.

<table>
<thead>
<tr>
<th>Class 1</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>mutesi</td>
<td>‘trapper’</td>
<td>mulagusi</td>
<td>‘sorcerer’</td>
</tr>
<tr>
<td>mutelesi</td>
<td>‘cook’</td>
<td>muñwi</td>
<td>‘drinker’</td>
</tr>
<tr>
<td>mwiimbi</td>
<td>‘singer’</td>
<td>mweendi</td>
<td>‘one who likes people’</td>
</tr>
<tr>
<td>mwaasi</td>
<td>‘builder’</td>
<td>moogofi</td>
<td>‘one who is afraid’</td>
</tr>
<tr>
<td>moofusi</td>
<td>‘one who washes’</td>
<td>muut’i</td>
<td>‘one who comes’</td>
</tr>
</tbody>
</table>

Doing an analysis
Class 2
vatesi ‘trappers’
vatelesi ‘cooks’
viimbi ‘singers’
vaasi ‘builders’
woofusi ‘ones who wash’

tvalagusi ‘sorcerers’
vañwi ‘drinkers’
veendi ‘ones who like people’
woogofi ‘ones who are afraid’
wuut’i ‘ones who come’

Class 3
muhoomi ‘cow hump’
mufuniko ‘cover’
mwiina ‘hole’
mweenda ‘cloth’
muuñu ‘salt’

muhogo ‘cassava’
muvili ‘body’
mwiigiigi ‘shadow’
mooto ‘fire’

Class 4
mihoomi ‘cow humps’
mifuniko ‘covers’
miina ‘holes’
myeenda ‘cloths’
myuuñu ‘salts’

mihogo ‘cassavas’
mivili ‘bodies’
miiigiigi ‘shadows’
myooto ‘fires’

Class 6
mavafi ‘hairy caterpillars’
maboga ‘pumpkins’
miino ‘teeth’

masaasi ‘bullets’
mayayi ‘legs’
miinho ‘eyes’

Class 7
kigidi ‘waist’
kisogo ‘back of head’
čuunga ‘wet lowland’
kifiniko ‘tiny cover’
khooomi ‘tiny cow hump’
čooto ‘tiny fire’
čuuñu ‘tiny salt’
kiina ‘tiny hole’

kingaamba ‘sweet potato’
čuula ‘frog’
čaanga ‘grave’
kiviili ‘tiny body’
kivafi ‘tiny hairy caterpillar’
čeenda ‘tiny cloth’
kiihnho ‘tiny eye’

Class 8
figidi ‘waists’
‘fisogo ‘backs of head’
fyuuunga ‘wet lowlands’
ffifiniko ‘tiny covers’
ffihoomi ‘tiny cow humps’
fyooto ‘tiny fires’
fyuuñu ‘tiny salts’
fiina ‘tiny holes’

fingaamba ‘sweet potatoes’
fyuula ‘frogs’
fyaanga ‘graves’
fivili ‘tiny bodies’
fivafi ‘tiny hairy caterpillars’
fyeenda ‘tiny cloths’
finihho ‘tiny eyes’
fiijiigi ‘tiny shadows’

Class 11
luteefu ‘reed mat’
lutego ‘trap’
luhaanga ‘sand’

lupava ‘stirring stick’
ludali ‘power’
lwiimbo ‘song’
7.2.2 Morphological analysis

As always, a preliminary morphological analysis is the first step in solving this phonology problem. Each noun has some prefix that marks noun class, followed by a stem. We also see, comparing nouns in various classes, that the same stems can appear in different classes, so for example class 3 mu-hoomi ‘cow hump’ is clearly related to class 4 mi-hoomi ‘cow humps’ – singulars and plurals are marked by changes in class; class 11 lu-teefu ‘reed mat’ is clearly related to ka-teefu ‘small mat’ and tu-teefu ‘small mats.’ The class prefixes have a number of phonetic manifestations, so we find mu-, mw- and m- for classes 1 and 3, v- and w- for class 2, mi-, my- and m- for class 4, ma- and m- for class 6, ki- and c- for class 7, fi- and fy- for class 8, lu- and lw- for class 11, ka- and k- for class 12, tu- and tw- for class 13, and wu-, w- for class 14.

7.2.3 Phonological alternations

Noun stems fall in two groups in terms of phonological processes: those which begin with a consonant, and those beginning with a vowel. Examples of stems which begin with a consonant are -tesi (cf. mu-tesi, va-tesi) and -lagusi (cf. mu-lagusi, va-lagusi); examples of stems which begin with vowels are -iimbi (cf. mw-iimbi, viimbi) and -eendi (mw-eendi, veendi). The best phonological information about the nature of the prefix is available from its form before a consonant, so our working hypothesis is that the underlying form of the noun prefix is that found before a consonant – it preserves more information.

As we try to understand the phonological changes found with vowel-initial stems, it is helpful to look for a general unity behind these changes.
One important generalization about the language, judging from the data, is that there are no vowel sequences in the language (what may seem to be sequences such as $ii$, $ee$ are not sequences, but are the orthographic representation of single long-vowel segments). Given the assumption that the prefixes for classes 1 and 2 are respectively /mu/ and /va/, the expected underlying forms of the words for ‘singer’ and ‘singers’ would be /mu-iimbi/ and /va-iimbi/. These differ from the surface forms [mw-iimbi] and [v-iimbi]: in the case of /mu-iimbi/, underlying /u/ has become [w], and in the case of underlying /va-iimbi/, underlying [a] has been deleted. In both cases, the end result is that an underlying cluster of vowels has been eliminated.

**Glide formation versus vowel deletion.** Now we should ask, why is a vowel deleted in one case but turned into a glide in another case? The answer lies in the nature of the prefix vowel. The vowel /u/ becomes the glide [w], and the only difference between $u$ and $w$ is that the former is syllabic (a vowel) where the latter is nonsyllabic. The low vowel /a/, on the other hand, does not have a corresponding glide in this language (or in any language). In other words, a rule of glide formation simply could not apply to /a/ and result in a segment of the language.

To make progress in solving the problem, we need to advance hypotheses and test them against the data. We therefore assume the following rules of glide formation and vowel deletion.

\begin{align*}
15) & V \rightarrow [\text{-syl}] / _{-} V \quad \text{glide formation} \\
& [hi] \\
16) & V \rightarrow \emptyset / _{-} V \quad \text{a-deletion}
\end{align*}

By ordering (16) after (15), we can make (16) very general, since (15) will have already eliminated other vowel sequences. At this point, we can simply go through the data from top to bottom, seeing whether we are able to account for the examples with no further rules — or, we may find that other rules become necessary.

For nouns in class 1, the examples mw-iimbi, mw-eendi and mw-aasi are straightforward, deriving from /mu-iimbi/, /mu-eendi/ and /mu-aasi/. The forms m-oogofi, m-oofusi and m-uuci presumably derive from /mu-oogofi/ and /mu-oofusi/ and /mu-uuci/. The vowel /u/ has been deleted, which seems to run counter to our hypothesis that high vowels become glides before vowels. It is possible that there is another rule that deletes /u/ before a round vowel.

\begin{align*}
17) & u \rightarrow \emptyset / _{-} V \quad \text{u-deletion} \\
& [+\text{round}]
\end{align*}

We could also consider letting the glide formation rule apply and then explain the difference /mu-aasi/ → mw-aasi vs. /mu-oofusi/ → m-oofusi by subjecting derived mw-oofusi to a rule deleting w before a round vowel.
Thus we must keep in mind two hypotheses regarding /u+o/ and /u+u/ sequences.

**v-rounding.** Now consider class 2. In stems beginning with a vowel, we easily explain v-imbi, v-eendi and v-aasi from va-imbi, va-eendi and va-aasi, where a-deletion applies. Something else seems to be happening in w-oogofi, w-oofusi, and w-uuci from va-oogofi, va-oofusi, and va-uuti’. Application of a-deletion would yield v-oogofi, v-oofusi and v-uuti’, which differ from the surface forms only in the replacement of v by w. Since this process takes place before a round vowel, we conjecture that there may be an assimilation rule such as the following.

(19) \[ v \rightarrow w / _/_ [+round] \quad v-rounding \]

If there is such a rule in the language, it would eliminate any sequences vu, vo: and the data contain no such sequences. There is still a problem to address, that w-deletion (18) should apply to woogofi but it does not – the surface form is not ”oogofi”. Two explanations come to mind. One is that v-rounding is ordered after w-deletion, so at the stage where w-deletion would apply, this word has the shape voogofi and not woogofi (so w-deletion cannot apply). The other is that (18) needs to be revised, so that it only deletes a postconsonantal w before a round vowel.

(20) \[ w \rightarrow \emptyset / _/_ [+round] \quad w-deletion \]

Our decision-making criteria are not stringent enough that we can definitively choose between these solutions, so we will leave this question open for the time being.

Moving to other classes, the nouns in class 3 present no problems. Glide formation applies to this prefix, so /mu-iina/ \rightarrow [mw-iina], and before a round vowel derived w deletes, so /mu-ooto/ \rightarrow mw-ooto which then becomes [m-ooto].

**Front vowels and glides.** The nouns in class 4 generally conform to the predictions of our analysis. Note in particular that underlying /mi-uuñu/ and /mi-ooto/ undergo glide formation before a round vowel. Such examples show that it was correct to state the glide formation rule in a more general way, so that all high vowels (and not just /u/) become glides before any vowel (not just nonround vowels).

We cannot yet fully explain what happens with noun stems beginning with the vowel i, as in mi-iina, mi-iigiigi. Given /mi-iina/, /mi-iigiigi/, we predict surface ”mi-iina, ”mi-iigiigi. This is reminiscent of the problem of /mu-oogofi/ and /mu-uuci/ and we might want to generalize the rule deleting a glide, to include deleting a front glide before a front vowel (analogous to deleting a round glide before a round vowel). What prevents us from doing this is that while w deletes before both u and o, y only
deletes before \( i \) and not \( e \), as we can see from \( my\text{-}eenda \). It might be more elegant or symmetrical for round glides to delete before round vowels of any height and front glides to delete before front vowels of any height, but the facts say otherwise: a front glide only deletes before a front high vowel.

\[
(21) \quad \begin{bmatrix}
+ \text{hi} \\
- \text{back} \\
- \text{syl}
\end{bmatrix} \rightarrow \emptyset / \begin{bmatrix}
+ \text{hi} \\
- \text{back}
\end{bmatrix} \quad y\text{-deletion}
\]

Checking other classes: discovering a palatalization rule. The class 6 prefix \( ma\) presents no surprises at all: it appears as \( ma\) before a consonant, and its vowel deletes before another vowel, as in \( mi\text{-}ino \) from \( ma\text{-}iino \). The class 7 prefix, on the other hand, is more complex. Before a consonant it appears as \( ki\), and it also appears as \( k(i)\) before \( i \). Before other vowels, it appears as \( ċ \), as in \( ċ\text{-}uula, ċ\text{-}aanga, ċ\text{-}ooto \), and \( ċ\text{-}eenda \). Again, we continue the procedure of comparing the underlying and predicted surface forms (predicted by mechanically applying the rules which we have already postulated to the underlying forms we have committed ourselves to), to see exactly what governs this discrepancy. From underlying \( ki\text{-}uula, ki\text{-}aanga, ki\text{-}ooto \) and \( ki\text{-}eenda \) we would expect \( ky\text{-}uula, ky\text{-}aanga, ky\text{-}ooto \) and \( ky\text{-}eenda \), given glide formation. The discrepancy lies in the fact that the predicted sequence \( ky \) has been fused into \( ċ \), a process of palatalization found in many languages. Since \( ky \) is nowhere found in the data, we can confidently posit the following rule.

\[
(22) \quad ky \rightarrow ċ \quad \text{palatalization}
\]

Since \( /ki/ \) surfaces as \( [č] \) when attached to a vowel-initial noun stem, the question arises as to what has happened in \( ki\text{-}iho, ki\text{-}iina \) and \( ki\text{-}iihi \). The glide formation rule should apply to \( /ki\text{-}iho/, /ki\text{-}iina/ \) and \( /ki\text{-}iihi/ \) giving \( ky\text{-}iho, ky\text{-}iina \) and \( ky\text{-}iihi \), which we would expect to undergo (22). But there is a rule deleting \( y \) before \( i \). If \( y \) is deleted by that rule, it could not condition the change of \( k \) to \( ċ \), so all that is required is the ordering statement that \( y\text{-deletion} \) precedes palatalization (22). Thus \( /ki\text{-}iina/ \) becomes \( ky\text{-}iina \) by glide formation, and before the palatalization rule can apply, the \( y\text{-deletion} \) rule (21) deletes the glide that is crucial for (22).

Deciding on the form of \( w\)-deletion; degemination. At this point, we can quickly check the examples in classes 8, 11, 12 and 13 and verify that our analysis explains all of these forms as well. The final set of examples are those in class 14, which has the prefix \( /wu/ \). This prefix raises a question in terms of our analysis: why do we have the sequence \( /wu/ \), which is eliminated by a rule elsewhere? One explanation is the statement of the rule itself: if (20) is the correct rule, then this \( w \) could not delete
because it is not preceded by a consonant. The other possibility is that \[wu\] actually comes from /vu/ by applying \(v\)-rounding (19), which we assumed applies after \(w\)-deletion. While both explanations work, the analysis where \[wu\] is underlying /vu/ has the disadvantage of being rather abstract, in positing an underlying segment in the prefix which never appears as such. This issue was presaged in chapter 4 and is discussed in more detail in chapter 9: for the moment we will simply say that given a choice between a concrete analysis where the underlying form of a morpheme is composed only of segments which actually appear as such in some surface manifestation of the morpheme, and an abstract form with a segment that never appears on the surface, the concrete analysis is preferable to the abstract one, all other things being comparable. On that basis, we decide that the underlying form of the class 14 prefix is /wu/, which means that the proper explanation for failure of \(w\)-deletion lies in the statement of \(w\)-deletion itself, as (20).

Still analyzing this class of nouns, we now focus on examples where the prefix precedes a vowel-initial stem, e.g. \(w\)-elu, \(w\)-uumi, \(w\)-oogofu and \(w\)-aangufu from underlying /wu-elu/, /wu-uumi/, /wu-oogofu/, /wu-iyooga/ and /wu-aangufu/. Applying glide formation would give the surface forms /\(H\)w-w-elu/, /\(H\)w-w-uumi/, /\(H\)w-w-oogofu/ and /\(H\)w-w-aangufu/, which differ from the surface form in a simple way, that they have a geminate \(w\) where the actual form has only a single \(w\) (in fact, there do not seem to be any geminate consonants in the language), which allows us to posit the following degemination rule.

\[
(23) \quad C_iC_i \rightarrow C_i \quad \text{degemination}
\]

### 7.2.4 Extending the data

Verbs are subject to these same rules, as some additional data will show, and an analysis of verbs will provide additional support for aspects of this analysis. Hehe is a tone language, and while we have not been concerned with accounting for tone (and have not marked tones), in the following data, tones are marked, and can be predicted by rule. In analyzing these data, we want to account for the placement of the high tone (H), which is marked with an acute accent.

<table>
<thead>
<tr>
<th></th>
<th>V for</th>
<th>V for each</th>
<th>make V</th>
</tr>
</thead>
<tbody>
<tr>
<td>kúkama</td>
<td>kúkamila</td>
<td>kúkamilána</td>
<td>kúkamyá</td>
</tr>
<tr>
<td>kúsana</td>
<td>kúsanila</td>
<td>kúsanilána</td>
<td>kúsanyá</td>
</tr>
<tr>
<td>kútova</td>
<td>kútovela</td>
<td>kútovelána</td>
<td>kútovyá</td>
</tr>
<tr>
<td>kúlava</td>
<td>kúlavila</td>
<td>kúlavilána</td>
<td>kúlavyá</td>
</tr>
<tr>
<td>kúfwiíma</td>
<td>kúfwiimila</td>
<td>kúfwiimilána</td>
<td>kúfwiimyá</td>
</tr>
<tr>
<td>kúkalaängga</td>
<td>kúkalaangilána</td>
<td>kúkalaangyá</td>
<td></td>
</tr>
<tr>
<td>kúkaláva</td>
<td>kúkalavila</td>
<td>kúkalivilána</td>
<td>kúkalavyá</td>
</tr>
<tr>
<td>kwéenda</td>
<td>kwéendéla</td>
<td>kwéendelána</td>
<td>kwéendyá</td>
</tr>
<tr>
<td>kwíimba</td>
<td>kwíimbila</td>
<td>kwíimbilána</td>
<td>kwíimbyá</td>
</tr>
<tr>
<td>kóogópa</td>
<td>kóogopéla</td>
<td>kóogopelána</td>
<td>kóogopyá</td>
</tr>
</tbody>
</table>
be V'd  V us  V them
kúkamwá  kútukáma  kúvakáma  ‘milk’
kúsanwá  kútusána  kúvasána  ‘comb’
kútowá  kútutóva  kúvatóva  ‘beat’
kúlawá  kútuláva  kúvaláva  ‘look at’
kúfwíimwá  kútufwiíma  kúvafwiíma  ‘hunt’
kúkalaangwá  kútukalaánga  kúvakalaánga  ‘fry’
kúkalawá  —  —  ‘take bath’
wéendwá  kútweénda  kúvéénda  ‘love’
kwiimbwá  kútwiímba  kúviímba  ‘sing’
kóogopwá  kútoogópa  kúwoogópa  ‘fear’

**The morphology.** These data indicate that all verbs begin with kú or something derivable from /kú/ by the rules already motivated, thus we assume that kú- is an inflectional prefix. In addition, all verbs end with the vowel a, which is probably a morpheme since it is unlikely that every root would end in exactly the same vowel. The stem of the word for ‘milk’ is probably -kam-. Various grammatical relations are expressed by suffixes standing between the stem and the suffix -a, such as -il- ‘for,’ -an- ‘each other,’ -y- ‘make,’ -w- ‘passive: the objects ‘us’ and ‘them’ are marked by the prefixes -tu- and -va- between the prefix kú- and the verb stem.

**Phonological rules.** Looking at the last three roots, which are vowel-initial, the prefixes kú-, tu- and wa- are subject to the rules motivated on the basis of nouns, where /u/ becomes [w] before a vowel, but deletes after a consonant and before a round vowel (so, /ku-oogopa/ → [koogopa]; the sequence vo becomes wo (/ku-va-oogopa/ → [kuwoogopa]/→ [kuwoogopa]). The change of /v/ to w is also seen in examples such as kútowá and kúlawá, coming (apparently) from /ku-tov-w-a/ and /ku-lav-w-a/. The rule of v-rounding would derive kútowwá and kúlawwá, and the actual phonetic forms can be accounted for based on that intermediate form by degemination.

One additional segmental process of vowel harmony is motivated by the above examples. The benefactive suffix retains its underlying high vowel in forms such as kúkam-il-a, kúsan-il-a and kúfwíim-il-a, but that vowel assimilates in height to a preceding mid vowel in examples such as kútov-él-a, kwéend-él-a and kóogop-él-a. This motivates the following vowel harmony rule:

\[
-V \rightarrow [ \begin{array}{c}
\text{V} \\
\text{−high} \\
\text{−low}
\end{array} ]
\]

\[
C_0 \text{−vowel harmony}
\]

Regarding tone, most examples have an H tone on the second-to-last vowel of the word (this may be the second part of a long vowel in the penultimate
sylable, or the only vowel of a short penultimate syllable), which can be accounted for by the following rule.

\[(26) \ V \rightarrow [+H] / \_ C_o V# \quad \text{tone assignment}\]

In some verbs, this H is missing – cf. kúkama, kúsana, kútova. Applying this tone assignment rule to these forms would result in outputs such as 'kúkáma, 'kúsaná, 'kútova, with H tones on adjacent vowels. Since our examples contain no cases of consecutive H-toned vowels, we may assume a rule along the following lines.

\[(27) \ V \rightarrow [-H] / \_ C_o [+H] \]

What about the columns with the suffixes -ý- ‘make’ and -w- ‘passive,’ which have word-final H, not penult H? We expect 'kúkalaángwa. But if these two suffixes are underlyingly i and u, then the underlying form of kúkalaángú would be /kúkalaang-ú-a/. H tone would be assigned to the penultimate vowel under that assumption, giving kúkalaangúa. However, we already know that there is a rule of glide formation which would turn u and i into w and y before vowels, a rule which has obviously applied in these forms. Since only syllabic elements can bear tones, the tone on the penultimate vowel apparently shifts to the final syllable, where it can be pronounced.

### 7.3 Icelandic

Our next example consists of alternations in noun inflection in Modern Icelandic.

#### 7.3.1 The data

The relevant data are in (28). The task is to provide a unique underlying representation for each stem and case suffix, state what phonological rules are required to account for these data, and indicate what order they apply in, when the ordering of rules matters.

\[(28) \begin{array}{llllll}
\text{hestúr} & \text{hattúr} & \text{heimúr} & \text{gröötúr} & \text{skougúr} & \text{nom sg} \\
\text{hest} & \text{hatt} & \text{heim} & \text{grööt} & \text{skoug} & \text{acc sg} \\
\text{hesti} & \text{hatti} & \text{heimi} & \text{gröüti} & \text{skougi} & \text{dat sg} \\
\text{hests} & \text{hatts} & \text{heims} & \text{gröüts} & \text{skougs} & \text{gen sg} \\
\text{hestar} & \text{hattar} & \text{heimar} & \text{gröütar} & \text{skougar} & \text{nom pl} \\
\text{hesta} & \text{hatta} & \text{heim} & \text{gröüta} & \text{skouga} & \text{acc pl} \\
\text{hestüm} & \text{höttüm} & \text{heimüm} & \text{gröüttum} & \text{skougüm} & \text{dat pl} \\
\text{‘horse’} & \text{‘hat’} & \text{‘home’} & \text{‘porridge’} & \text{‘forest’} \\
\text{gárðúr} & \text{laiknir} & \text{hirðir} & \text{himinn} & \text{morgün} & \text{nom sg} \\
\text{gárð} & \text{laikni} & \text{hirði} & \text{himin} & \text{morgün} & \text{acc sg} \\
\text{gárði} & \text{laikni} & \text{hirði} & \text{himni} & \text{morgni} & \text{dat sg} \\
\end{array} \]
7.3.2 Morphological analysis

It is not immediately clear what are appropriate underlying representa-
tions for some case suffixes. It would appear that the nominative singular
ending is something like -ür or maybe -ir, although sometimes you just
find lengthening of a stem-final consonant. We start by assuming that the
accusative singular has no case suffix, the dative singular is -i, the genitive
singular is -s, the nominative plural is -ar, the accusative plural is -a and
the dative plural is -üm, since in almost all stems, that is how these suf-
fixes are actually manifested. It would similarly not be unreasonable to
assume that the accusative singular form is a close approximation of the
underlying form of the stem.

7.3.3 Phonological alternations

On the basis of these assumptions about underlying forms, we can identi-
fy some phonological alternations which need to be explained. First and
foremost, we need to explain the consonantal variation in the nominative
singular. Second, we need to explain the alternation between [a] and [ö] in
examples such as [hatta] ~ [höttüm]. Third, there is a vowel ~ 0 alterna-
tion as in [himin] ~ [himna] and [morgün] ~ [morgna]. Fourth, the dative
singular form generally appears as [i], but in some cases does not surface.
We will try to solve one of these problems, selecting at random, since at
this point we have no reason to think that finding a solution to one of
these problems is dependent on finding a solution to any other of these
problems.
The vowel of the nominative singular. We will begin with the problem of the nominative singular. The first step in taming this problem is to state exactly what the problem is. There are many apparent realizations of this suffix: depending on the noun stem to which it is attached, we find -\(\ddot{u}r\), -\(\ddot{r}\), -r, -Ø, -l and -n. Constructing this list of surface realizations alone is enough to allow us to make an intelligent initial guess about the underlying form, which is that the nominative singular is -(V)\(r\), since half of the variants of this affix actually contain -r (of course, this assumption could be wrong, since numerical counts are not arguments for underlying forms, only suggestions, but again we need to start somewhere). The next step is to extract generalizations about the contexts where each variant is used. We would start by listing the presumably underlying stems themselves, noting that we have -\(\ddot{u}r\) with /hest/, /hatt/, /gröüt/, /heim/, /garð/ and /skoug/, -r with /mou/, /laikni/ and /hirði/, Ø with /akür/, /hamar/, /hver/ and /galdür/, -l with /stoul/, /magaull/ and /yökül/, and -n with /himin/ and /morgün/. At this point, generalizations about the underlying form become easier to see: we find [l] after /l/, [n] after /n/, Ø after /r/, [r] after a vowel, and [ü]r after any other consonant.

We can conclude that the most likely underlying forms for this suffix are [\(\ddot{u}\)r] and [\(\ddot{r}\)].

Having identified the nature of the conditioning environment and armed with two hypotheses about the underlying form, it is time to transform this information into specific rules. Since underlying representations and rules go hand in hand, we need to determine whether one of the assumed underlying representations for the suffix results in more plausible rules. Let us consider the entailments of these underlying forms in terms of the rules that they commit us to.

(29) **Hypothesis: [\(\ddot{u}\)r]**

*No change*:
- hest-\(\ddot{u}r\) → hestür, hatt-\(\ddot{u}r\) → hattür, skoug-\(\ddot{u}r\) → skougür,
- heim-\(\ddot{u}r\) → heimür, garð-\(\ddot{u}r\) → garðür, gröüt-\(\ddot{u}r\) → gröütür

*Deletion of a vowel*:
- mou-\(\ddot{u}r\) → mour, laikni-\(\ddot{u}r\) → laiknir,
- hirði-\(\ddot{u}r\) → hirðir

*Deletion of a vowel and deletion of r*:
- akür-\(\ddot{u}r\) → akür, hver-\(\ddot{u}r\) → hver,
- byour-\(\ddot{u}r\) → byour, galdür-\(\ddot{u}r\) → galdür, hamar-\(\ddot{u}r\) → hamar

*Deletion of a vowel and assimilation*:
- stoul-\(\ddot{u}r\) → stoull,
- yökul-\(\ddot{u}r\) → yökull, ömal-\(\ddot{u}r\) → ömull, himin-\(\ddot{u}r\) → himinn,
- magaul-\(\ddot{u}r\) → magaull, morgün-\(\ddot{u}r\) → morgün

**Hypothesis: [\(\ddot{r}\)]**

*Insertion of a vowel*:
- hest-\(\ddot{r}\) → hestür, hatt-\(\ddot{r}\) → hattür,
- skoug-\(\ddot{r}\) → skougür, heim-\(\ddot{r}\) → heimür, garð-\(\ddot{r}\) → garðür,
- gröüt-\(\ddot{r}\) → gröütür

*No change*:
- mou-\(\ddot{r}\) → mour, laikni-\(\ddot{r}\) → laiknir, hirði-\(\ddot{r}\) → hirðir

*Deletion of r*:
- akür-\(\ddot{r}\) → akür, hver-\(\ddot{r}\) → hver, byour-\(\ddot{r}\) → byour,
- galdür-\(\ddot{r}\) → galdür, hamar-\(\ddot{r}\) → hamar

*Assimilation*:
- stoul-\(\ddot{r}\) → stoull, yökül-\(\ddot{r}\) → yökull, ömal-\(\ddot{r}\) → ömull,
- himin-\(\ddot{r}\) → himinn, magaul-\(\ddot{r}\) → magaull, morgün-\(\ddot{r}\) → morgün
We will start with the assumption that the suffix is underlingly /ŭr/. Given that, a deletion rule is required to eliminate ŭ from this suffix when it is preceded by one of /r, l, n/.

\[
\begin{array}{c}
\text{+ syl} \\
\text{+ hi} \\
\text{+ rd}
\end{array} \rightarrow \emptyset / V \begin{array}{c}
\text{+ cor} \\
\text{+ son}
\end{array} - r#
\]

Applying this rule to underlying himinūr, stoulūr, hverūr would yield forms such as himinr, stoulr, hverr, and these outputs would be subject to other rules.

In addition, given the assumption of underlingly /ŭr/, we would require a rule to delete the vowel from the suffix when the preceding stem ends in a vowel. This rule would allow us to account for forms such as mour, laiknir and hirūr, from assumed mou-ūr, laikni-ūr and hirū-ūr. Deletion of a vowel after another vowel is not implausible, so we might postulate the following rule.

\[
\text{V} \rightarrow \emptyset / V -
\]

However, this is too general, since u can be preceded by other vowels – cf. mour, skougūr, magaull. This particular statement of the rule makes a prediction that certain kinds of phonetic sequences should not occur, and that prediction is wrong.

Our rule went wrong in that it does not distinguish supposed vowel combinations which would be created by concatenation of morphemes (these sequences do undergo reduction) from diphthongs which are contained wholly within a single morpheme (which do not undergo reduction). We could attempt to overcome this shortcoming by specifically requiring that the two vowels be in separate morphemes, as indicated in the following rule.

\[
\text{V} \rightarrow \emptyset / V + _-
\]

Even this restriction is insufficient, since it does not explain why the supposed suffix vowel in /laikni-ûr/ and /hirî-ûr/ deletes, but in the nominative, accusative, and dative plural, the vowels of the suffix -ar, -a and -ûm are not deleted (cf. laiknær, hirîær, laikna, hirîa, laiknûm, hirîûm): rather, the vowel of the stem deletes. Particularly troublesome for the hypothesis that the nominative singular suffix is /ûr/ is the fact that the dative plural suffix -ûm acts so differently. These problems could be remedied by requiring the vowel which deletes to be ŭ, and by deleting ŭ only before r.

\[
\text{û} \rightarrow \emptyset / V + _r
\]

In lieu of a competing hypothesis, it is difficult to judge the correctness of this rule, but given the very specific information needed in this rule to make it work, you should be suspicious of the rule. The general idea of
vowel deletion after a vowel or before a vowel is reasonable, but if you pay attention to which vowel deletes and when it deletes, the vowel deletion approach is not promising.

At this point, we are so thoroughly suspicious of the hypothesis of underlying /ür/ that we have a reason to look for an alternative hypothesis, to see if different assumptions about underlying forms simplify the description. The competing hypothesis that the suffix is /r/ requires an epenthesis rule to insert ũ before r when a consonant precedes.

\[
\begin{align*}
\emptyset & \rightarrow \mu/C\_r\# \\
\emptyset & \rightarrow \left[ +\text{syl} \right] \\
& \quad \left[ +\text{hi} \right] \\
& \quad \left[ +\text{rd} \right] \\
& \quad \left[ -\text{bk} \right] \\
& \quad \left/ C\_\left[ -\text{syl} \right] \right. \right. \\
\end{align*}
\]

This rule does not apply to /morgün-r/, since we have [morgün] and not '[morgünür], but that fact does not have to be directly stated in the epenthesis rule. The explanation is straightforward: another rule eliminates underlying /nr#, giving [nn] instead: rule ordering matters. Given the generality of the epenthesis rule versus the highly specific nature of the ũ-deletion rule, we reject the ũ-deletion hypothesis: therefore the underlying form of the nominative singular must be /r/.

**Vowel deletion.** Now that we understand that the nominative singular suffix is /r/, and ũ which appears before it is actually epenthetic, we turn to vowel-plus-vowel sequences. The stems laikn, hirði and mou end in vowels or diphthongs, and when a vowel-initial suffix comes after the stem, a vowel is deleted. Examples are repeated below, this time including in parentheses the underlying vowel which is deleted.

\[
\begin{align*}
lai\text{k}(i)-i & \quad hir\text{ð}(i)-i & \quad mou-(i) & \quad \text{dat sg} \\
lai\text{k}(i)-\text{ar} & \quad hir\text{ð}(i)-\text{ar} & \quad mou-\text{ar} & \quad \text{nom pl} \\
lai\text{k}(i)-\text{a} & \quad hir\text{ð}(i)-\text{a} & \quad mou-\text{a} & \quad \text{acc pl} \\
lai\text{k}(i)-\text{üm} & \quad hir\text{ð}(i)-\text{üm} & \quad mou-\text{üm} & \quad \text{dat pl} \\
\text{‘doctor’} & \quad \text{‘herd’} & \quad \text{‘peat’}
\end{align*}
\]

The simple generalization is that the vowel i deletes before or after another vowel between morphemes (in an example such as [laikn] from /laikn+i/, we cannot tell which i is deleted). Thus we may posit the following rule.

\[
\begin{align*}
\text{i} & \rightarrow \emptyset/\begin{cases} V+ & - \\ -+V & \end{cases}
\]
\]

**Sonorant clusters with r.** Two other rules are required which affect C+r sequences. One assimilates /r/ to a preceding /l/ or /n/. The question arises,
are /l/ and /n/, excluding /r/, a natural class? The consonants /l/ and /n/ have in common the properties of being coronal sonorants, but so does /r/. The consonant /r/ is [−nasal], but so is /l/; /r/ is [−lateral], but so is /n/. Thus, feature theory says that it would be impossible to refer to the class of consonants /l, n/ excluding /r/. But it is not necessary to explicitly state the assimilation rule so that it only applies after /l, n/, since /r/ deletes after another /r/ anyhow. In other words, we need the following rule:

\[ r \rightarrow \emptyset / r \_ \]

The sonorant-assimilation rule can therefore be stated generally as:

\[ r \rightarrow [\alpha_{\text{lateral}} / \beta_{\text{nasal}}] / [\alpha_{\text{lateral}} + \text{sonorant} / \beta_{\text{nasal}} + \text{coronal}] / (\_ -) \]

This rule change /lr/ into [ll], /nr/ into [nn] and vacuously changes /rr/ into [rr]: the independent process of r-deletion will still simplify the resulting sequence of r’s.

**Syncope.** The next problem which we will take on is the vowel ~ Ø alternation found for example in [himin] ~ [himni]. Not all stems participate in this alternation, so we do find the alternation in the stems akür, galdür, himin, hamar, morgun, yökül and ñümäl but not hest, hatt, heim, garð, gröüt, skoug, mou, stoul, hver, byour, magaul (we will consider /laikni/ and /hirði/ later). A simple generalization determines which stems alternate: only single vowels outside the initial syllable are subject to the alternation.

Now we must ask under what circumstances the vowel deletes. Taking /himin/ as representative, we can list the contexts:

\[ \text{CVCVC stem: himin-n (nom sg), himin (acc sg), himin-s (gen sg)} \]

\[ \text{CVCC stem: himn-i (dat sg), himn-ar (nom pl), himn-a (acc pl), himn-üm (dat pl)} \]

In other words, there is no vowel before a vowel-initial suffix.

Having isolated the context in which a vowel is deleted, we can offer a phonological rule of vowel syncope.

\[ V \rightarrow \emptyset / VC_{0} \_ CV / \left[\_ - \right] / [\_ - \text{long}] \]

**ü-umlaut.** This now leaves us with the problem of the alternation between [a] and [ö]. In looking for a context where this vowel change happens, we note
that it takes place before the dative plural suffix -iım, which underlyingly has the front round vowel [ü], and thus the rule involves an assimilation in roundness and backness.

\[(41) \quad a \rightarrow \ddot{ö}/_{-}C_{0}ü = \left( a \rightarrow \left[ \begin{array}{c} -\text{back} \\ +\text{rd} \end{array} \right]/_{-}C_{0} \left[ \begin{array}{c} -\text{back} \\ +\text{rd} \end{array} \right] \right) \]

It is evident, given examples such as [hattür] from /hatt-r/, that the vowel [ü] inserted by ü-epenthesis does not trigger this rule, which can be explained by ordering the rule of round-harmony (41) before ü-insertion (34).

\[\text{i-deletion.} \quad \text{The final fact to be explained is that while the dative singular suffix is -i, the dative singular of the stems akür, hver, byour, galdür is identical to the stem - the vowel i is missing. This can be accounted for by a rule deleting i after r.} \]

\[(42) \quad i \rightarrow \emptyset / r \_ \# \]

\[\text{Reconsidering /akür/.} \quad \text{We are nearly finished with our analysis of Icelandic phonology, but one area of data needs further consideration. We assumed the underlying representations of the words for ‘field’ and ‘magic’ to be /akür/ and /galdür/, based on the fact that that is how they appear phonetically in the accusative singular, and this form has generally been a good diagnostic of the underlying representation. However, there is a problem with assuming underlying /akür/ and /galdür/, that the rule of rounding assimilation (41) would be expected to apply in these forms, giving incorrect ‘ökür,’ ‘ökürs.’ This problem can be resolved by modifying our assumption about the underlying form, since we already have a rule which inserts ū before r - a rule which applies after rounding assimilation (epenthetic ū does not trigger rounding). Therefore, we change our assumption about underlying forms to /akr/ and /galdr/. This entails a small change in the way that we formalize the rule of epenthesis, since that rule, as presently stated, only inserts ū before r which is in word-final position, and yet we also want to be able to insert ū before r which stands before another consonant, in order to explain /akr-s/ \rightarrow /akürs/.} \]

\[(43) \quad \emptyset \rightarrow ū / C \_ r \{C,#\} \]

Commonly, the expression \{C,#\} indicates syllable structure: the rule prevents Cr at the end of a syllable.

**7.4 Modern Hebrew**

The next case study comes from a set of alternations in the conjugation of verbs in a certain derivational class in Modern Hebrew.
7.4.1 The data

The goal of this problem is to determine the underlying representations of the verbal prefix and the stems, as well as whatever rules are needed to account for these phonological alternations. In some cases, a related word is provided in order to clarify aspects of the underlying stem. The data to be accounted for are in (44).

\[(44)\]

<table>
<thead>
<tr>
<th>1sg</th>
<th>2sg masc</th>
<th>3sg fem.</th>
<th>Related word</th>
</tr>
</thead>
<tbody>
<tr>
<td>itparnasti</td>
<td>itparnes</td>
<td>itparnesu</td>
<td>‘earn’</td>
</tr>
<tr>
<td>itparsamti</td>
<td>itparsem</td>
<td>itparsemu</td>
<td>‘become famous’</td>
</tr>
<tr>
<td>idbalbalti</td>
<td>idbalbel</td>
<td>idbalbelu</td>
<td>‘be confused’</td>
</tr>
<tr>
<td>idgalgalti</td>
<td>idgalgel</td>
<td>idgalgelu</td>
<td>‘revolve’</td>
</tr>
<tr>
<td>ithamakti</td>
<td>ithamek</td>
<td>ithamku</td>
<td>‘turn away’</td>
</tr>
<tr>
<td>itlabašti</td>
<td>itlaběš</td>
<td>itlapšu</td>
<td>‘get dressed’</td>
</tr>
<tr>
<td>idbadarti</td>
<td>idbader</td>
<td>idbadru</td>
<td>‘make fun’</td>
</tr>
<tr>
<td>idgarašti</td>
<td>idgarěš</td>
<td>idgaršu</td>
<td>‘divorce’</td>
</tr>
<tr>
<td>itpalašti</td>
<td>itpaleł</td>
<td>itpalelu</td>
<td>‘pray’</td>
</tr>
<tr>
<td>itxamamti</td>
<td>itxamem</td>
<td>itxamemu</td>
<td>‘warm’</td>
</tr>
<tr>
<td>itmotati</td>
<td>itmotet</td>
<td>itmotetu</td>
<td>‘quake’</td>
</tr>
<tr>
<td>itʔošasti</td>
<td>itʔošěš</td>
<td>itʔošěšu</td>
<td>‘recover’</td>
</tr>
<tr>
<td>idbodati</td>
<td>idboded</td>
<td>idbodedu</td>
<td>‘seclude oneself’</td>
</tr>
<tr>
<td>istaparti</td>
<td>istaper</td>
<td>istapru</td>
<td>‘get a haircut’</td>
</tr>
<tr>
<td>istarakti</td>
<td>istarek</td>
<td>istarku</td>
<td>‘comb hair’</td>
</tr>
<tr>
<td>ištapartii</td>
<td>ištaper</td>
<td>ištaperu</td>
<td>‘improve’</td>
</tr>
<tr>
<td>ir’talamti</td>
<td>ir’talem</td>
<td>ir’talmu</td>
<td>‘have photo taken’</td>
</tr>
<tr>
<td>izdakanti</td>
<td>izdaken</td>
<td>izdaknu</td>
<td>‘age’</td>
</tr>
<tr>
<td>izdarasti</td>
<td>izdaraz</td>
<td>izdarzu</td>
<td>‘hurry’</td>
</tr>
<tr>
<td>itamamiti</td>
<td>itamem</td>
<td>itamemlu</td>
<td>‘feign innocence’</td>
</tr>
<tr>
<td>idardarti</td>
<td>idarder</td>
<td>idarderu</td>
<td>‘decline’</td>
</tr>
<tr>
<td>itpatalhti</td>
<td>itpatæh</td>
<td>itpatæhu</td>
<td>‘develop’</td>
</tr>
<tr>
<td>idgalalti</td>
<td>idgaleæ</td>
<td>idgalæhu</td>
<td>‘shave’</td>
</tr>
<tr>
<td>išnat’ahti</td>
<td>išnat’æah</td>
<td>išnat’ahu</td>
<td>‘argue’</td>
</tr>
<tr>
<td>ištagati</td>
<td>ištagæa</td>
<td>ištagæu</td>
<td>‘become mad’</td>
</tr>
<tr>
<td>itparati</td>
<td>itparæa</td>
<td>itparæu</td>
<td>‘cause disorder’</td>
</tr>
<tr>
<td>itmaleti</td>
<td>itmale</td>
<td>itmælu</td>
<td>‘become full’</td>
</tr>
<tr>
<td>itpaleti</td>
<td>itpæle</td>
<td>itpælu</td>
<td>‘become surprised’</td>
</tr>
<tr>
<td>itnaseti</td>
<td>itnæse</td>
<td>itnasæu</td>
<td>‘feel superior’</td>
</tr>
</tbody>
</table>

7.4.2 Morphological analysis

Each of these verbs has a prefix which is either /it/ or /id/, and the prefix transparently surfaces as one of these two variants in most examples. The
first-person-singular form is marked with a suffix -ti, the third-singular feminine has the suffix -u, and the second-singular masculine has no suffix. The vowel in the second stem syllable is underlyingly the same for all verbs: this fact is not entirely obvious from these data but is made obvious by a more extensive analysis of the morphological structure of words in the language. An analysis of the phonological factors surrounding the second vowel will show that these surface variants can be derived from one particular underlying vowel. Derivationally related words, such as the root underlying ʾišṭaparti ‘improve’ and šipur ‘improvement,’ have in common a set of consonants, but their vowels differ (vowel changes are a means of indicating derivational relations in Semitic languages, which we will not be concerned with).

### 7.4.3 Phonological alternations

**Voicing assimilation.** As for the choice between an underlying voiced or voiceless consonant in the prefix, scanning the data reveals that a voiced consonant appears before voiced obstruents and a voiceless consonant appears before voiceless obstruents and sonorants. Since sonorants are phonetically voiced, it is clear that there is no natural context for deriving the voiceless consonant [t], so we assume that the prefix is underlyingly [t]. Before a voiced obstruent, a voiceless obstruent becomes voiced.

\[ [\text{sonorant}] \rightarrow [\text{voice}] != C \]

\[ \begin{align*}
-\text{son} \\
+\text{voi}
\end{align*} \]

**Alternations in V₂.** The second vowel of the stem has three phonetic variants: [a] as in itparnasti, [e] as in itparnes, and Ø as in idbadru (cf. idbader). Deletion of the second stem vowel only takes place before the suffix -u, so we will first attempt to decide when the vowel is deleted. A partial specification of the context for vowel deletion is before C+V, which explains why the first- and second-person-singular masculine forms (with the suffixes -ti and -Ø) do not undergo vowel deletion. The next step in determining when a vowel is deleted is to sort the examples into two groups: those with vowel deletion and those with no vowel deletion. In the following examples, the site of vowel deletion (or its lack) is marked with an underscore.

\[ \begin{align*}
\text{Vowel deletion} \\
\text{itham}_\text{ku} & \rightarrow \text{itlap}_\text{šu} & \text{idbad}_\text{ru} \\
\text{idgar}_\text{šu} & \rightarrow \text{istap}_\text{ru} & \text{istar}_\text{ku} \\
\text{išṭap}_\text{ru} & \rightarrow \text{it′tal}_\text{mu} & \text{idzak}_\text{nu} \\
\text{idzar}_\text{zu} & \rightarrow \text{itmal}_\?u & \text{itpal}_\?u \\
\text{idnas}_?u & \rightarrow \text{idpat}_\text{hu} & \text{idgal}_\text{hu} \\
\text{idnat}_?\text{hu} & \rightarrow \text{išṭag}_?\text{u} & \text{itpar}_?\text{u}
\end{align*} \]
No vowel deletion

Based on this grouping, we discover a vowel is deleted when it is preceded by just a single consonant; if two consonants precede the vowel, there is no deletion.

However, it is not always the case that a vowel deletes after a single consonant, so our rule cannot simply look for one versus two consonants. There are cases such as itʔošešu where there is no vowel deletion, despite the fact that there is only a single consonant before the vowel. Inspecting all of those examples, we discover that the consonants preceding and following the vowel are the same, and in every case where a vowel is deleted, the preceding and following consonants are different. Thus, a vowel deletes only if it is preceded by a single consonant, and that consonant must be different from the consonant that follows the vowel (which is indicated informally as “C₁...Cₗ” in the rule).

(47)  e → Ø / V Cᵢ Cⱼ V

At this point, we now clearly recognize this process as a kind of syncope, a phonological rule which we have encountered many times before.

Closed syllable lowering. Now we turn to the alternation between [a] and [e]. Concentrating on the first set of examples in the dataset, we find [a] before CC (itparnasti), and [e] before C# or CV (itparnes, itparnesu). Assuming that this distribution is generally valid, we would therefore posit the following rule to derive [a] from /e/.

(48)  e → a / _ CC

An attempt to derive [e] from underlying /a/ runs into the difficulty that the context “when followed by C# or CV” is not a coherent context, but is just a set of two partially related contexts. This motivates the decision to select underlying /e/.

In four examples, the second stem vowel /e/ appears as [a] before a single consonant, namely the first-person-singular forms itmotati, idbodati, ištagati and itparati. These examples fall into two distinct subgroups, as shown by looking at their underlying stems, which is revealed in the third-singular feminine forms (itmotet-u, idboded-u and ištage-ti and itpar-su). In the first two examples the stems underlyingly end in a coronal stop t or d, and in the second two examples the stems underlyingly end in the voiced pharyngeal ſ. At the underlying level, the second stem vowel is followed by two consonants (/imoteti, /idbodedt/, /ištageți/ and /itpareti/). Surface [a] is explained on the basis of the underlying consonant cluster – it must simply be assured that the rules simplifying these clusters apply after (48).
In the first two examples (\textit{itmotati} and \textit{idbodati} from /itmotat-ti/ and /idbodad-ti/) combination of the first-singular suffix with the root would (after assimilation of voicing) be expected to result in \textit{itmotatti} and \textit{idbodatti}. In fact, the data provide no examples of geminate consonants, and where geminates might have been created by vowel syncope in \textit{idbodedu}, syncope is blocked. Thus, the language seems to be pursuing a strategy of avoiding the creation of geminate consonants. We can account for this simplification of consonant clusters by the following rule.

\begin{align}
\text{(49) } & \quad \left\{ \begin{array}{l}
t \\
d
\end{array} \right\} \rightarrow \emptyset / - \left\{ \begin{array}{l}
t \\
d
\end{array} \right\} \quad \text{or} \quad C_iC_i \rightarrow C_i \\
\end{align}

This rule also explains \textit{itamem} and \textit{idarder}, where the stem begins with /t/ or /d/. The underlying forms would be /it-tamem/ and /it-darder/: the surface form with a single consonant reflects the application of this consonant-degemination process.

\textbf{Stems with final pharyngeals and laryngeals.} The vowel quality of /s%ageʃ/ and /pareʕ/ will be left aside temporarily. We thus turn to the stems represented in \textit{itpatahti}, \textit{idgalahti} and \textit{itnaṭaḥti}. What is problematic about these stems is the appearance of [ea] when no suffix is added, viz. \textit{itpateah}, \textit{idgaleah} and \textit{itnaṭeah}. Assuming the underlying forms to be \textit{itpateh}, \textit{idgaleh} and \textit{itnaṭeḥ} (selecting /e/ as the second vowel, analogous to \textit{itparnes}, \textit{itlabeš} and \textit{idboded}) we would need a rule inserting the vowel [a]. These stems have in common that their final consonant is the pharyngeal [h], suggesting a rule along the following lines.

\begin{align}
\text{(50) } & \quad \emptyset \rightarrow a / e \_ \_ h \\
\end{align}

Why does this rule only apply in the suffixless second-singular masculine form? When the stem is followed by -u (/itpateh\textsubscript{u} \rightarrow [itpahu]) the vowel /e/ is deleted by the syncope rule, so there is no vowel before h. Syncope does not apply before the suffix -ti in /itpateh\textsubscript{ti} \rightarrow [itpatahti] but there is still no epenthetic vowel. The reason is that underlying /e/ changes to [a] by rule (48), before a cluster of consonants. Since that rule changes /e/ to a but (50) applies after e, prior application of (50) deprives vowel insertion of a chance to apply.

Now returning to the stems \textit{s%ageʃ} and \textit{pareʕ}, we can see that this same process of vowel insertion applies in these stems in the second-singular masculine. Starting from /iš%ageʃ/ and /iṣpareʔ/, vowel epenthesis obviously applies to give intermediate \textit{iš%ageʃ} and \textit{iṣparaʃ}. This argues that the epenthesis rule should be generalized so that both of the pharyngeal consonants trigger the process.

\begin{align}
\text{(51) } & \quad \emptyset \rightarrow V / e \_ \_ C \\
& \quad [+\text{low}] \quad [+\text{low}] \\
\end{align}
The forms derived by (51) are close to the actual forms, which lack the consonant ʕ, and with an appropriate consonant deletion rule we can finish the derivation of these forms. To formalize this rule, we need to determine where the consonant ʕ appears in the language: our data indicate that it appears only before a vowel, never before a consonant or at the end of a word (which is to say it never appears at the end of a syllable). Knowing this generalization, we posit the following rule.

\[
\begin{align*}
\ell & \rightarrow \emptyset / \_ \{C,#\} \\
\ell & \rightarrow \emptyset / .
\end{align*}
\]

No further rules are needed to account for this set of examples. In ištagati and itparati, from ištagətəti and itparətəti, there is no epenthetic vowel. This is predicted by our analysis, since these verbs must undergo the rule lowering /e/ to [a] before CC, and, as we have just argued, vowel lowering precedes vowel epenthesis (thus preventing epenthesis from applying). In this respect, ištagati and itparati are parallel to itpateaə, idgaleaə, and itnat’eaə. The nonparallelism derives from the fact that syllable-final ʕ is deleted, so predicted ‘ištagətəti and ‘itparətəti are realized as ištagati and itparati thanks to this deletion.

The final set of verb stems typified by the verb itmaleti ~ itmale ~ itmalʔu exhibit a glottal stop in some contexts and Ø in other contexts. The two most obvious hypotheses regarding underlying form are that the stem is /male/, or else /maleʔ/. It is difficult to decide between these possibilities, so we will explore both. Suppose, first, that these stems end in glottal stop. In that case, we need a rule deleting glottal stop syllable-finally – a similar rule was required to delete the consonant ʔ. A crucial difference between stems ending in ʔ and stems presumably ending in ʔ is that the stem vowel /e/ does not lower to [a] before -ti in the latter set. Thus, deletion of ʔ would have to be governed by a different rule than deletion of ʔ, since ʔ-deletion precedes lowering and ʔ-deletion follows lowering.

An alternative possibility that we want to consider is that these stems really end in a vowel, not a glottal stop. Assuming this, surface [itpaleti] would simply reflect concatenation of the stem /pale/ with the suffix, and no phonological rule would apply. The problem is that we would also need to explain why the rule of syncope does not apply to [itpaleti], since the phonetic context for that rule is found here. The glottal-final hypothesis can explain failure of syncope rather easily, by ordering glottal stop deletion after syncope – when syncope applies, the form is /itpaleʔti/, where the consonant cluster blocks syncope.

Metathesis. The last point regarding the Hebrew data is the position of t in the prefix. The consonant of the prefix actually appears after the first consonant of the stem in the following examples.

\[
\begin{align*}
\text{istaparti} & \quad \text{‘get a haircut’} \\
ištaparti & \quad \text{‘improve’} \\
i zdakanti & \quad \text{‘age’}
\end{align*}
\]
We would have expected forms such as [itsaparti], [itšaparti], [ittʼalamti] by just prefixing *it-* to the stem. A metathesis rule is therefore needed which moves *t* after the stem-initial consonant. What makes this group of consonants – [s, š, t’, z] – a natural class is that they are all and the only strident coronals. We can thus formalize this rule as follows: a coronal stop followed by a coronal strident switch order.

\[
\begin{array}{c}
+\text{cor} \\
-\text{cont} \\
\end{array}
\rightarrow
\begin{array}{c}
+\text{cor} \\
+\text{strid} \\
\end{array}
\]

The ordering of this metathesis rule with respect to the voicing assimilation rule is crucial. Given underlying /it-zakanti/, you might attempt to apply metathesis first, which would yield /iztakanti/, where voiceless *t* is placed after stem-initial *z*. The voicing assimilation rule (in a general form, applying between all obstruents) might apply to yield *'istakanti*. So if metathesis applies before voicing assimilation, we will derive an incorrect result, either *'iztakanti* if there is no voicing assimilation (assuming that the rule only turns voiceless consonants into voiced ones) or *'istakanti* if there is voicing assimilation. However, we will derive the correct output if we apply voicing assimilation first: /itzakanti/ becomes /idzakanti/, which surfaces as [izdakanti] by metathesis. With this ordering, we have completed our analysis of Modern Hebrew phonology.

### 7.5 Japanese

The analysis of phonological alternations found in connection with the conjugation of verbs in Japanese provides our final illustration of the kinds of issues that must be considered in coming up with appropriate rules and underlying representations. In solving this problem, it is particularly important to make the correct assumptions about underlying representations, since the selection of underlying forms goes hand in hand with stating the rules correctly.

#### 7.5.1 The data

The relevant data are given in (55).

<table>
<thead>
<tr>
<th></th>
<th>Present</th>
<th>Negative</th>
<th>Volitional</th>
<th>Past</th>
<th>Inchoative</th>
</tr>
</thead>
<tbody>
<tr>
<td>neru</td>
<td>nenai</td>
<td>netai</td>
<td>neta</td>
<td>neyo</td>
<td>‘sleep’</td>
</tr>
<tr>
<td>miru</td>
<td>minai</td>
<td>mitai</td>
<td>mita</td>
<td>miyo</td>
<td>‘see’</td>
</tr>
<tr>
<td>šinu</td>
<td>šinanai</td>
<td>šinitai</td>
<td>šinda</td>
<td>šino</td>
<td>‘die’</td>
</tr>
<tr>
<td>yomu</td>
<td>yomanai</td>
<td>yomitai</td>
<td>yonda</td>
<td>yomo</td>
<td>‘read’</td>
</tr>
<tr>
<td>yobu</td>
<td>yobanai</td>
<td>yobitai</td>
<td>yonda</td>
<td>yobo</td>
<td>‘call’</td>
</tr>
<tr>
<td>katʻu</td>
<td>katanai</td>
<td>kačitai</td>
<td>katta</td>
<td>kato</td>
<td>‘win’</td>
</tr>
<tr>
<td>kasu</td>
<td>kasanai</td>
<td>kašitai</td>
<td>kašita</td>
<td>kaso</td>
<td>‘lend’</td>
</tr>
<tr>
<td>waku</td>
<td>wakanai</td>
<td>wakitai</td>
<td>waita</td>
<td>wako</td>
<td>‘boil’</td>
</tr>
<tr>
<td>tʻugu</td>
<td>tʻuganai</td>
<td>tʻugitai</td>
<td>tʻuida</td>
<td>tʻugo</td>
<td>‘pour’</td>
</tr>
<tr>
<td>karu</td>
<td>karanai</td>
<td>karitai</td>
<td>katta</td>
<td>karo</td>
<td>‘shear’</td>
</tr>
<tr>
<td>kau</td>
<td>kawanai</td>
<td>kaitai</td>
<td>katta</td>
<td>kao</td>
<td>‘buy’</td>
</tr>
</tbody>
</table>
7.5.2 Morphological analysis

We could make an initial guess regarding suffixes, which leads to the following hypotheses: -u = “present,” -nai = “negative,” -tai = “volitional,” -ta = “past” and -yo: = “inchoative”: that analysis seems reasonable given the first two verbs in the data. We might also surmise that the root is whatever the present-tense form is without the present ending, i.e. underlying ner, mir, šin, yom, yob, kat’, kas, wak, t’ug, kar and ka. In lieu of the application of a phonological rule, the surface form of a word should simply be whatever we hypothesize the underlying form of the root to be, plus the underlying form of added affixes. Therefore, given our preliminary theory of roots and suffixes in Japanese, we predict the following surface forms, with hyphens inserted between morphemes to make the division of words into roots and suffixes clear: it is important to understand the literal predictions of your analysis, and to compare them with the observed facts.

(56) Predicted surface forms

<table>
<thead>
<tr>
<th>Present</th>
<th>Negative</th>
<th>Volitional</th>
<th>Past</th>
<th>Inchoative</th>
</tr>
</thead>
<tbody>
<tr>
<td>ner-u</td>
<td>ner-nai</td>
<td>ner-tai</td>
<td>ner-ta</td>
<td>ner-yo:</td>
</tr>
<tr>
<td>mir-u</td>
<td>mir-nai</td>
<td>mir-tai</td>
<td>mir-ta</td>
<td>mir-yo:</td>
</tr>
<tr>
<td>šin-u</td>
<td>šin-nai</td>
<td>šin-tai</td>
<td>šin-ta</td>
<td>šin-yo:</td>
</tr>
<tr>
<td>yom-u</td>
<td>yom-nai</td>
<td>yom-tai</td>
<td>yom-ta</td>
<td>yom-yo:</td>
</tr>
<tr>
<td>yob-u</td>
<td>yob-nai</td>
<td>yob-tai</td>
<td>yob-ta</td>
<td>yob-yo:</td>
</tr>
<tr>
<td>kat’-u</td>
<td>kat’-nai</td>
<td>kat’-tai</td>
<td>kat’-ta</td>
<td>kat’-yo:</td>
</tr>
<tr>
<td>kas-u</td>
<td>kas-nai</td>
<td>kas-tai</td>
<td>kas-ta</td>
<td>kas-yo:</td>
</tr>
<tr>
<td>wak-u</td>
<td>wak-nai</td>
<td>wak-tai</td>
<td>wak-ta</td>
<td>wak-yo:</td>
</tr>
<tr>
<td>t’ug-u</td>
<td>t’ug-nai</td>
<td>t’ug-tai</td>
<td>t’ug-ta</td>
<td>t’ug-yo:</td>
</tr>
<tr>
<td>kar-u</td>
<td>kar-nai</td>
<td>kar-tai</td>
<td>kar-ta</td>
<td>kar-yo:</td>
</tr>
<tr>
<td>ka-u</td>
<td>ka-nai</td>
<td>ka-tai</td>
<td>ka-ta</td>
<td>ka-yo:</td>
</tr>
</tbody>
</table>

The forms which are correct as is are underlined: as we can see, all of the present-tense forms are correct, and none of the others is. It is no surprise that the present-tense forms are correct, since we decided that the underlying form of the root is whatever we find in the present tense minus the vowel -u. It is possible, but unlikely, that every other word undergoes some phonological rule.

Changing our hypothesis. Since our first guess about underlying forms is highly suspect, we should consider alternative hypotheses. Quite often, the cause of analytic problems is incorrect underlying forms. One place to consider revising the assumptions about underlying representations would be those of the affixes. It was assumed – largely on the basis of the first two forms nenai and minai – that the negative suffix is underlyingly -nai. However, in most of the examples, this apparent suffix is preceded by the vowel a (šinanai, yomanai, yobanai and so on), which suggests the alternative possibility that the negative suffix is really -anai. Similarly, the decision that the volitional suffix is underlyingly -tai was justified based on the fact that it appears as -tai in the first two examples; however, the
suffix is otherwise always preceded by the vowel i (śinitai, yomītai, yobitai, and so on), so this vowel might analogously be part of the suffix.

One fact strongly suggests that the initial hypothesis about the underlying forms of suffixes was incorrect. The past-tense suffix, which we also assumed to be -ta, behaves very differently from the volitional suffix, and thus we have śinitai versus śinda, yomītai versus yonda, kačitai versus katta, karitai versus katta (there are similarities such as kaśitai and kaśita which must also be accounted for). It is quite unlikely that we can account for these very different phonological patterns by reasonable phonological rules if we assume that the volitional and past-tense suffixes differ solely by the presence of final i.

It is this realization, that there is a thorough divergence between the past-tense and volitional suffixes in terms of how they act phonologically, that provides the key to identifying the right underlying forms. Given how similar these two suffixes are in surface forms, -(i)ta vs. -(i)ta, but how differently they behave phonologically, they must have quite different underlying forms. Since the past-tense suffix rarely has a vowel and the volitional suffix usually does, we modify our hypothesis so that the volitional is /-itai/ and the past tense is /ta/. Because the negative acts very much like the volitional in terms of where it has a vowel, we also adopt the alternative that the negative is /anai/.

These changed assumptions about underlying representations of suffixes yield a significant improvement in the accuracy of our predicted surface forms, as indicated in (57), with correct surface forms underlined.

(57) Modified predicted surface forms

<table>
<thead>
<tr>
<th>Present</th>
<th>Negative</th>
<th>Volitional</th>
<th>Past</th>
<th>Inchoative</th>
</tr>
</thead>
<tbody>
<tr>
<td>ner-u</td>
<td>ner-anai</td>
<td>ner-itai</td>
<td>ner-ta</td>
<td>ner-yo:</td>
</tr>
<tr>
<td>mir-u</td>
<td>mir-anai</td>
<td>mir-itai</td>
<td>mir-ta</td>
<td>mir-yo:</td>
</tr>
<tr>
<td>śin-u</td>
<td>śin-anai</td>
<td>śin-itai</td>
<td>śin-ta</td>
<td>śin-yo:</td>
</tr>
<tr>
<td>yom-u</td>
<td>yom-anai</td>
<td>yom-itai</td>
<td>yom-ta</td>
<td>yom-yo:</td>
</tr>
<tr>
<td>yob-u</td>
<td>yob-anai</td>
<td>yob-itai</td>
<td>yob-ta</td>
<td>yob-yo:</td>
</tr>
<tr>
<td>kat^u</td>
<td>kat^anai</td>
<td>kat^itai</td>
<td>kat^ta</td>
<td>kat^yo:</td>
</tr>
<tr>
<td>kas-u</td>
<td>kas-anai</td>
<td>kas-itai</td>
<td>kas-ta</td>
<td>kas-yo:</td>
</tr>
<tr>
<td>wak-u</td>
<td>wak-anai</td>
<td>wak-itai</td>
<td>wak-ta</td>
<td>wak-yo:</td>
</tr>
<tr>
<td>t'ug-u</td>
<td>t'ug-anai</td>
<td>t'ug-itai</td>
<td>t'ug-ta</td>
<td>t'ug-yo:</td>
</tr>
<tr>
<td>kar-u</td>
<td>kar-anai</td>
<td>kar-itai</td>
<td>kar-ta</td>
<td>kar-yo:</td>
</tr>
<tr>
<td>ka-u</td>
<td>ka-anai</td>
<td>ka-itai</td>
<td>ka-ta</td>
<td>ka-yo:</td>
</tr>
</tbody>
</table>

Implicitly, we know that forms such as predicted "[kat’anai] (for [katanai]) and "[kas-itai] (for [kaśitai]) must be explained, either with other changes in underlying forms, or by hypothesizing rules.

We will consider one further significant modification of the underlying representations, inspired by the success that resulted from changing our assumptions about -itai and -anai, in reducing the degree to which underlying and surface forms differ. The original and dubious decision to treat these suffixes as tai and nai was influenced by the fact that that is how they appear with the first two verbs. It is also possible that our initial
hypothesis about the underlying form of these two verb roots was incorrect. There is good reason to believe that those assumptions were indeed also incorrect. Compare the surface form of the three verbs in our dataset which, by hypothesis, have roots ending in \( r \).

(58) \[
\begin{array}{cccccc}
\text{Present} & \text{Negative} & \text{Volitional} & \text{Past} & \text{Inchoative} \\
n\text{er}-u & n\text{e}-nai & n\text{e}-tai & n\text{e}-ta & n\text{e}-yo & \text{‘sleep’} \\
m\text{ir}-u & m\text{i}-nai & m\text{i}-tai & m\text{i}-ta & m\text{i}-yo & \text{‘see’} \\
k\text{ar}-u & k\text{a}-r\text{a}-nai & k\text{a}-r\text{a}-tai & k\text{a}-t\text{a} & k\text{a}-r\text{a}-o & \text{‘shear’} \\
\end{array}
\]

Clearly, the supposed roots /ner/ and /mir/ act quite differently from /kar/. The consonant \( r \) surfaces in most of the surface forms of the verb meaning ‘shear,’ whereas \( r \) only appears in verbs ‘sleep’ and ‘see’ in the present tense. In other words, there is little reason to believe that the first two roots are really /ner/ and /mir/, rather than /ne/ and /mi/: in contrast, there seems to be a much stronger basis for saying that the word for ‘shear’ is underlyingly /kar/. Now suppose we change our assumption about these two verbs, and assume that /ne/ and /mi/ end in vowels.

(59) \[\text{Modified predicted surface forms}\]

\[
\begin{array}{cccccc}
\text{Present} & \text{Negative} & \text{Volitional} & \text{Past} & \text{Inchoative} \\
\text{ne}-u & \text{ne}-\text{anai} & \text{ne}-\text{itai} & \text{ne}-\text{ta} & \text{ne}-\text{yo}: \\
\text{mi}-u & \text{mi}-\text{anai} & \text{mi}-\text{itai} & \text{mi}-\text{ta} & \text{mi}-\text{yo}: \\
\text{šin}-u & \text{šin}-\text{anai} & \text{šin}-\text{itai} & \text{šin}-\text{ta} & \text{šin}-\text{yo}: \\
\text{yom}-u & \text{yom}-\text{anai} & \text{yom}-\text{itai} & \text{yom}-\text{ta} & \text{yom}-\text{yo}: \\
\text{yob}-u & \text{yob}-\text{anai} & \text{yob}-\text{itai} & \text{yob}-\text{ta} & \text{yob}-\text{yo}: \\
\text{kat}^{\text{š}}-u & \text{kat}^{\text{š}}-\text{anai} & \text{kat}^{\text{š}}-\text{itai} & \text{kat}^{\text{š}}-\text{ta} & \text{kat}^{\text{š}}-\text{yo}: \\
\text{kas}-u & \text{kas}-\text{anai} & \text{kas}-\text{itai} & \text{kas}-\text{ta} & \text{kas}-\text{yo}: \\
\text{wak}-u & \text{wak}-\text{anai} & \text{wak}-\text{itai} & \text{wak}-\text{ta} & \text{wak}-\text{yo}: \\
\text{t}^{\text{š}}\text{ug}-u & \text{t}^{\text{š}}\text{ug}-\text{anai} & \text{t}^{\text{š}}\text{ug}-\text{itai} & \text{t}^{\text{š}}\text{ug}-\text{ta} & \text{t}^{\text{š}}\text{ug}-\text{yo}: \\
\text{kar}-u & \text{kar}-\text{anai} & \text{kar}-\text{itai} & \text{kar}-\text{ta} & \text{kar}-\text{yo}: \\
\text{ka}-u & \text{ka}-\text{anai} & \text{ka}-\text{itai} & \text{ka}-\text{ta} & \text{ka}-\text{yo}: \\
\end{array}
\]

In terms of being able to predict the surface forms of verbs without phonological rules, this has resulted in a slight improvement of predictive power (sometimes involving a shuffling of correct and incorrect columns, where under the current hypothesis we no longer directly predict the form of the present tense, but we now can generate the past and inchoative forms without requiring any further rules). More important is the fact that we now have a principled basis, in terms of different types of underlying forms, for predicting the different behavior of the verbs which have the present tense neru, miru versus karu, which are in the first two cases actually vowel-final roots, in contrast to a consonant-final root.

7.5.3 Phonological rules

Since we have made reasonable progress in solving the problem of underlying forms, we will attempt to discover phonological rules which explain remaining differences between underlying and surface forms – though it
always remains possible that we will need to change our assumed underlying forms, as our analysis progresses. The approach to take is to look at forms which are still not completely explained, and construct hypotheses to account for these forms: what new rules are needed to get from the underlying to surface forms. One useful way to approach this is to look for columns or rows of data where similar things seem to be happening. The incorrectly predicted forms are re-listed below, this time excluding the forms which are already explained, with information about the nature of the problem added. If a segment is predicted but does not actually surface, that segment is placed in parentheses; if there is a segment which appears in the surface form but which does not appear to be present in the underlying form, the segment is placed in square brackets; segments whose phonetic quality differs from the predicted quality are italicized.

(60) Present Negative Volitional Past Inchoative
ne[r]u ne(a)nai ne[i]tai 'sleep'
mi[r]u mi(a)nai mi(i)tai 'see'
šinta šin(y)o: ‘die’
yomta yom(y)o: ‘read’
yobta yob(y)o: ‘call’
kaťanai kaťa kať(y)o: ‘win’
kasitai kas[i]ta kas(y)o: ‘lend’
wakta wak(y)o: ‘boil’
t’ugta t’ug(y)o: ‘pour’
karta kar(y)o: ‘shear’
ka(w)anai ka[t]ta ka(y)o: ‘buy’

The glide in the inchoative. In order to explain most of the problems which arise with the inchoative form, we will consider the possibility that there is a rule deleting consonants after consonants, since that is the nature of the problem with the inchoative column. Such a consonant deletion cannot be totally general, i.e. deleting any consonant after any other consonant, since, as is evident in the past tense column, the consonant clusters [tt] and [nd] are possible in the language. Nevertheless, these two clusters are a rather restricted subset of the imaginable two-consonant combinations which can be formed from the consonants of the language, and this is a good indication that there may be some process deleting a consonant after another consonant. Thus we might assume a rule deleting the glide $y$ after a consonant.

(61) $\begin{array}{c}
-\text{cons} \\
-\text{back}
\end{array} \rightarrow \emptyset /C_-$

The postulation of any such rule immediately makes a prediction about possible surface forms: there should be no sequences of consonant plus glide in the data. Since there are none in the data at hand, our hypothesis has passed an important test. Armed with this rule, we have accounted for
a very large chunk of otherwise problematic examples in (60) – all of the inchoative forms except for kao: ‘buy,’ where the glide deletes but there seems to be no consonant which would condition deletion of the glide.

**Vowel deletion.** Another area where some success is possible in reconciling underlying and surface forms by focusing on possible segment sequences is with the verbs ‘sleep’ and ‘see.’ The difference between the predicted (‘neanai, ‘mianai; ‘netai, ‘mitai) and actual forms (nenai, minai; netai, mitai) of the negative and volitional forms is that the actual forms lack the suffix vowel. In the predicted forms, we find a sequence of vowels, whereas in the actual form, only the first of those vowels is found. This raises the question whether we might postulate a rule deleting a vowel after another vowel. In positing such a rule, we want to consider what V-V sequences are found in the data. The sequence [ai] exists in the volitional and negative suffixes, and in past tense waita; also [ui] in the past of the word for ‘pour’; also the sequences [ao:] and [au] in the verb ‘buy.’ We do not find sequences of vowels with the front vowels [e] or [i] plus a vowel ([ia], [ii], [ea] and [ei]). Therefore, we posit the following rule of vowel deletion.

(62) \[ V \rightarrow \emptyset \left[ + \text{syl} \right] \]

This resolves many problematic forms of the word for ‘sleep’ and ‘die’, such as the change /ne-itai/ \[\rightarrow\] [netai], but there are still examples that we cannot explain. In the present tense, we find [neru] and [miru], which we presume derives from /ne-u/ and /mi-u/. The vowel deletion rule (62) should apply to these underlying forms, resulting in incorrect “[ne] and “[mi]. We might try to resolve this by assuming that the vowel [u] cannot be deleted by (62) – we would then need to restrict the rule to exclude round vowels from deletion. Alternatively, [u] fails to be deleted in /ne-u/, perhaps a consonant is inserted thereby eliminating the cluster of vowels.

(63) \[ \emptyset \rightarrow r \left[ + \text{syl} \right] \] \[ \_V \]

Armed with these new rules, we will have actually accounted for all forms of the verbs ‘sleep’ and ‘see.’

**Nasal + consonant.** The remaining problems have been reduced to a very small set. A comparison of presumed underlying and surface past forms is given below.

(64) \\
| /šinta/ | [šinda] | /yomta/ | [yonda] | \\
| /yobta/ | [yonda] | /kat’ta/ | [katta] | \\
| /kasta/ | [kašita] | /wakta/ | [waita] | \\
| /t’ugta/ | [t’uida] | /karta/ | [katta] | \\
| /kata/ | [katta] |
The problem posed by the past-tense form is that by combining the root with the suffix -ta, underlying clusters of consonants would be created, but there are very severe restrictions on what consonant clusters exist in Japanese. The simplest problem is that presented by [šinda] from /šintə/, where /t/ becomes voiced after a nasal. A process of postnasal voicing is rather common in the languages of the world, so we may hypothesize that there is such a process in Japanese.

(65) \[ \text{C} \rightarrow [+\text{voice}] / [+\text{nasal}] \_
\]

The data further suggest that the rule applies in other examples, since we see that in the past tense [yonda] of the roots /yom/ and /yob/, the final consonant of the root is a nasal on the surface, and /t/ becomes voiced.

We account for the stems /yob/ and /yom/ by noting that the final consonant in these roots becomes [n], which is part of the change from the nonexistent sequences /mt/ and /bt/ to the actually occurring [nd]. Thus, these consonants become [n] before /t/ (and subsequently, /t/ voices after the derived [n]).

(66) \[ [-\text{coronal}] \rightarrow [+\text{coronal}] / [+\text{nasal}] / \_ \text{C} \]

Although the data only illustrate nasalization before /t/, (66) is stated as generally as possible, predicting that /k/ or /d/ would nasalize as well.

Watching for contexts where a phenomenon seems to be relevant to more than one form, we also notice that the surface forms [waita] and [tšuida] differ from their underlying forms /wakta/ and /tšugta/ by replacing the preconsonantal velar with the vowel [i], suggesting a vocalization rule such as the following.

(67) \[ \text{C} \quad V \\
[+\text{high}] \rightarrow [-\text{back}] / \_ \text{C} \]

This rule accounts for [waita], and almost accounts for [tšuida]: but we still need to explain why the suffix consonant is voiced. The underlying representation itself provides a reason for this voicing, since, underlyingly, /t/ is preceded by a voiced consonant in /tšugta/. We know that /t/ voices in another context, after a nasal, so we could account for voicing in [tšuida] by restating the rule so that it applies not just after nasals (which are voiced), but after all voiced consonants. By applying the voicing rule which is sensitive to underlying consonant voicing before the velar-vocalization rule, we can explain the opaque surface difference, [waita] versus [tšuida], as deriving from the voicing of the consonant which precedes it underlingly. We also want to be sure to apply rule (67) before rule (66), given the way we have formulated these rules. We did not explicitly restrict (66), which changes noncoronals to [n] before a consonant, to applying only to labials. Therefore, the more specific rule (67) must apply.
first, otherwise velars would also be incorrectly turned into [n] before a consonant.

### 7.5.4 Taking stock

We should review the analysis to be sure there are no loose ends. We have six rules—y-deletion, vowel deletion, r-insertion, consonant voicing, velar vocalization, and labial nasalization—which, given our assumptions regarding roots and suffixes, account for most of the forms in the dataset. It is important to recheck the full dataset against our rules, to be certain that our analysis does handle all of the data. A few forms remain which we cannot fully explain.

The forms which we have not yet explained are the following. First, we have not explained the variation in the root-final consonant seen in the verb meaning ‘win’ (kat-u, kat-anai, kač-itai, kat-ta, kat-o). Second, we have not accounted for the variation between s and š in the verb ‘shear,’ nor have we explained the presence of the vowel [i] in the past tense of this verb. Finally, in the verb ‘buy’ we have not explained the presence of [w] in the negative, the appearance of a second [t] in the past-tense form, and we have not explained why in the inchoative form [kao:] the suffix consonant y deletes.

**Correcting the final consonant.** The first problem to tackle is the variation in the root-final consonant of the verb ‘win’. Looking at the correlation between the phonetic realization of the consonant and the following segment, we see that [tʃ] appears before [u], [ç] appears before [i], and [t] appears elsewhere. It was a mistake to assume that the underlying form of this root contains the consonant /tʃ/; instead, we will assume that the underlying consonant is /t/ (so nothing more needs to be said about the surface forms kat-anai, kat-ta, and kat-o). Looking more generally at the distribution of [ç] and [tʃ] in the data, [ç] only appears before [i], and [tʃ] only appears before [u], allowing us to posit the following rules.

\[ (68) \ t \rightarrow [+\text{del. rel}] / \_ u \]
\[ (69) \ t \rightarrow [+\text{del.rel} \_ \text{anterior}] / \_ i \]

Moving to the word for ‘lend’, we find a related problem that /s/ appears as [ʃ] before [i]. This is reminiscent of the process which we assumed turning t into ĉ before i. In fact, we can decompose the process \( t \rightarrow ĉ \) into two more basic steps: /tʃ/ becomes an affricate before [i], and s and t’ become alveopalatal [ʃ] and [ĉ] before the vowel [i].

**i-epenthesis.** All that remains to be explained about the word for ‘lend’ is why [i] appears in the past tense, i.e. why does /kasta/ become kasita (whence [kašita])? This is simple: we see that [st] does not exist in the language, and no assimilations turn it into an existing cluster, so [i] is inserted to separate these two consonants.
Turning now to the form [katta] ‘shear (past)’ from /kar-ta/, a simple assimilation is needed to explain this form:

(71) \( r \rightarrow C_i / \_ C_i \)

The last remaining problems are in the verb ‘buy,’ where we must explain the extra \( t \) in [katta], the presence of \( w \) in [kawanai], and the loss of \( y \) in the inchoative form [kao:]. We might explain the form [kawanai] by a rule of \( w \)-insertion inserting \( w \) between two occurrences of the vowel [a]; more puzzling is the form [katta], which we presume derives from /ka-ta/. It would be very unusual for a consonant to spontaneously double between vowels. Since there are so many problems associated with this one root, perhaps the problem lies in our assumptions about the underlying form of this root. Perhaps the \( w \) in [kawanai] is part of the root itself. What would be the benefit of assuming that this root is really /kaw/? First, it explains the presence of \( w \) in [kawanai]. Second, it provides a basis for the extra \( t \) in [katta]: /w/ assimilates to following \( t \). Such an assimilation is implicit in our analysis, namely rule (71) assimilating /r/ to /t/. We can generalize this rule to applying to both /r/ and /w/, which are oral sonorants. Finally, positing underlying /kaw/ helps to resolve the mystery of why /y/ deletes in the inchoative form [kao:], when otherwise /y/ only deletes when it is preceded by a consonant. If we start with /ka-yo:/ there is no reason for /y/ to delete, but if we start with /kaw-yo:/, /y/ is underlingly preceded by a consonant /w/, which causes deletion of \( y \), and then /w/ itself is deleted.

The cost of this analysis – a small cost – is that we must explain why \( w \) does not appear more widely in the root, specifically, why do we not find surface \( w \) in ka-u, ka-itai and ka-o?: The answer lies in the context where \( w \) appears: \( w \) only appears before a low vowel, suggesting the following rule.

(72) \( V \quad w \rightarrow \phi / \_ \quad [\neg \text{low}] \)

At this point, we have a complete analysis of the data. The rules (in shorthand versions) and underlying forms are recapitulated below.

Suffixes: -u ‘present,’ -anai ‘negative,’ -itai ‘volitional,’ -ta ‘past,’ -yo: ‘inchoative’

Rules:
\[
\begin{align*}
    y & \rightarrow \emptyset / C_\mathrm{-} \\
    \emptyset & \rightarrow r / e, i _V \\
    b, m & \rightarrow n / _t \\
    t & \rightarrow t^s / _u, i \\
    \emptyset & \rightarrow i / s _t \\
    w & \rightarrow \emptyset / _V \\
\end{align*}
\]

\[
\begin{align*}
    V & \rightarrow \emptyset / e, i _-
    \\
    k, g & \rightarrow i / _t \\
    t^s, s & \rightarrow \acute{c}, \acute{s} / _i \\
    r, w & \rightarrow t / _t \\
    t & \rightarrow d / C _-
\end{align*}
\]

\[
\begin{align*}
    [\mathrm{\, -lo}] & \\
    [\mathrm{\, +voi}] &
\end{align*}
\]

Progress by hypothesis forming and testing. Three important points have emerged as our analysis developed. First, analysis proceeds step-by-step, by forming specific hypotheses which we then check against the data, revising those hypotheses should they prove to be wrong. Second, it is vital to consider more than one hypothesis: if we had only pursued the first hypothesis that the roots /ne/, /mi/, /kar/ and /kaw/ were really underlying /ner/, /mir/, /kar/ and /ka/, we would never have been able to make sense of the data. The most important skill that you can bring to the task of problem-solving is the ability to create and evaluate competing hypotheses intended to explain some fact. Finally, it is particularly important to remember that assumptions about underlying representations go hand-in-hand with the phonological rules which you postulate for a language. When you check your solution, the problem may not be that your rules are wrong, but that your underlying forms are wrong. By continuously reviewing the analysis, and making sure that the rules work and your assumptions about underlying forms are consistent, you should arrive at the stage that no further improvements to the analysis are possible, given the data available to you.

It might occur to you that there are aspects of the underlying representation which could still be questioned. Consider the present-tense form, which we assumed was /u/. An alternative may be considered: the suffix might be /ru/. The presence of underlying /r/ in this suffix is made plausible by the fact that /r/ actually appears in the forms miru, neru. We assumed that /r/ is epenthetic, but perhaps it is part of the present suffix. That would allow us to eliminate the rule of r-epenthesis which is needed only to account for [neru] and [miru]. At the same time, we can also simplify the rule of vowel deletion, by removing the restriction that only nonround vowels delete after [e] and [i]: we made that assumption only because /ne-u/ and /mi-u/ apparently did not undergo the process of vowel deletion.

Any change in assumed underlying forms requires a reconsideration of those parts of the analysis relevant to that morpheme. We would then assume the underlying forms /sin-ru/, /yom-ru/, /kat-ru/, and so on, with the root-final consonant being followed by /r/. This /r/ must be deleted: but notice that we already have a rule which, stated in a more general form, would delete this /r/, namely the rule deleting /y/ after a consonant.
If we generalize that rule to apply to any sonorant consonant after a con-
sonant, we eliminate the rule of r-insertion, and generalize the rules
y-deletion and vowel deletion, which results in a better analysis.

Summary

Analyzing a complex set of data into a consistent system of underlying
representations and rules requires you to pay attention to details. A
solution to a problem requires that you formulate reasoned hypotheses
and test them against the data. The most important skill needed to test
a hypothesis is that you must apply your rules completely literally. Do
what the rule says must be done, and if that does not give you the cor-
rect result, you must change your underlying representations, rules, or
rule ordering. The ability to conceive of and evaluate multiple hypothe-
ses is one of the most important skills in problem solving.

Exercises

1 Serbo-Croatian

These data from Serbo-Croatian have been simplified in two ways, to make the
problem more manageable. Vowel length is omitted, and some stresses are
omitted. The language has both underlying stresses whose position cannot be
predicted – these are not marked in the transcriptions – and a predictable
“mobile” stress which is assigned by rule – these are the stresses indicated here.
Your analysis should account for how stress is assigned in those words marked
with a rule-governed stress: you should not try to write a rule that predicts
whether a word has a stress assigned by rule versus an underlying stress. Ignore
the stress of words with no stress mark (other parts of the phonology of such
words must be accounted for). Past-tense verbs all have the same general
past-tense suffix, and the difference between masculine, feminine and neuter
past-tense involves the same suffixes as are used to mark gender in adjectives.

<table>
<thead>
<tr>
<th></th>
<th>Masc</th>
<th>Fem</th>
<th>Neut</th>
<th>Pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>mlád</td>
<td>mladá</td>
<td>mladó</td>
<td>mladí</td>
<td>‘young’</td>
</tr>
<tr>
<td>tůp</td>
<td>tupá</td>
<td>tupó</td>
<td>tupí</td>
<td>‘blunt’</td>
</tr>
<tr>
<td>blág</td>
<td>blagá</td>
<td>blagó</td>
<td>blagi</td>
<td>‘mild’</td>
</tr>
<tr>
<td>grúb</td>
<td>grubá</td>
<td>grubó</td>
<td>grubí</td>
<td>‘coarse’</td>
</tr>
<tr>
<td>běo</td>
<td>belá</td>
<td>beló</td>
<td>belí</td>
<td>‘white’</td>
</tr>
<tr>
<td>veseo</td>
<td>vesela</td>
<td>veselo</td>
<td>velesi</td>
<td>‘gay’</td>
</tr>
<tr>
<td>debéo</td>
<td>debelá</td>
<td>debeló</td>
<td>debelí</td>
<td>‘fat’</td>
</tr>
<tr>
<td>mío</td>
<td>milá</td>
<td>miló</td>
<td>milí</td>
<td>‘dear’</td>
</tr>
<tr>
<td>zelén</td>
<td>zelená</td>
<td>zelenó</td>
<td>zelení</td>
<td>‘green’</td>
</tr>
<tr>
<td>kradén</td>
<td>kradená</td>
<td>kradenó</td>
<td>kradení</td>
<td>‘stolen’</td>
</tr>
<tr>
<td>dalék</td>
<td>daleká</td>
<td>dalekó</td>
<td>dalekí</td>
<td>‘far’</td>
</tr>
<tr>
<td>visók</td>
<td>visoká</td>
<td>visokó</td>
<td>visokí</td>
<td>‘high’</td>
</tr>
<tr>
<td>dubók</td>
<td>duboká</td>
<td>dubokó</td>
<td>dubokí</td>
<td>‘deep’</td>
</tr>
</tbody>
</table>
INTRODUCING PHONOLOGY

<table>
<thead>
<tr>
<th>Nouns</th>
<th>Masculine</th>
<th>Feminine</th>
<th>Neut</th>
<th>Masculine</th>
<th>Feminine</th>
<th>Neut</th>
</tr>
</thead>
<tbody>
<tr>
<td>križan</td>
<td>križan</td>
<td>križana</td>
<td>križani</td>
<td>križan</td>
<td>križana</td>
<td>križani</td>
</tr>
<tr>
<td>sunčan</td>
<td>sunčana</td>
<td>sunčana</td>
<td>sunčani</td>
<td>sunčan</td>
<td>sunčana</td>
<td>sunčani</td>
</tr>
<tr>
<td>svečan</td>
<td>svečana</td>
<td>svečana</td>
<td>svečani</td>
<td>svečan</td>
<td>svečana</td>
<td>svečani</td>
</tr>
<tr>
<td>bogat</td>
<td>bogata</td>
<td>bogato</td>
<td>bogati</td>
<td>bogat</td>
<td>bogata</td>
<td>bogati</td>
</tr>
<tr>
<td>rapav</td>
<td>rapava</td>
<td>rapav i</td>
<td>rapavi</td>
<td>rapav</td>
<td>rapave</td>
<td>rapavi</td>
</tr>
<tr>
<td>yásan</td>
<td>yasné</td>
<td>yasné</td>
<td>yasní</td>
<td>yasna</td>
<td>yasné</td>
<td>yasní</td>
</tr>
<tr>
<td>vážan</td>
<td>vážná</td>
<td>vážná</td>
<td>vážní</td>
<td>vážna</td>
<td>vážná</td>
<td>vážní</td>
</tr>
<tr>
<td>sítan</td>
<td>sitné</td>
<td>sitné</td>
<td>sitní</td>
<td>sítan</td>
<td>sitné</td>
<td>sitní</td>
</tr>
<tr>
<td>ledan</td>
<td>ledna</td>
<td>ledno</td>
<td>ledni</td>
<td>ledan</td>
<td>ledna</td>
<td>ledni</td>
</tr>
<tr>
<td>tának</td>
<td>tanká</td>
<td>tankó</td>
<td>tankí</td>
<td>tanka</td>
<td>tanká</td>
<td>tankí</td>
</tr>
<tr>
<td>krátak</td>
<td>kratká</td>
<td>kratkó</td>
<td>kratkí</td>
<td>kratka</td>
<td>kratká</td>
<td>kratkí</td>
</tr>
<tr>
<td>blízak</td>
<td>blíská</td>
<td>blískó</td>
<td>blískí</td>
<td>blízak</td>
<td>blíská</td>
<td>blískí</td>
</tr>
<tr>
<td>úzak</td>
<td>uská</td>
<td>uskó</td>
<td>uskí</td>
<td>úzak</td>
<td>uská</td>
<td>uskó</td>
</tr>
<tr>
<td>dőbar</td>
<td>dobrá</td>
<td>dobró</td>
<td>dobrí</td>
<td>dőbar</td>
<td>dobrá</td>
<td>dobró</td>
</tr>
<tr>
<td>óstar</td>
<td>oštrá</td>
<td>oštró</td>
<td>oštrí</td>
<td>óstar</td>
<td>oštrá</td>
<td>oštró</td>
</tr>
<tr>
<td>bodar</td>
<td>bodra</td>
<td>bodro</td>
<td>bodri</td>
<td>bodar</td>
<td>bodra</td>
<td>bodro</td>
</tr>
<tr>
<td>ustao</td>
<td>ustalá</td>
<td>ustalo</td>
<td>ustali</td>
<td>ustao</td>
<td>ustalá</td>
<td>ustalo</td>
</tr>
<tr>
<td>můkao</td>
<td>muklá</td>
<td>mukló</td>
<td>muklí</td>
<td>můkao</td>
<td>muklá</td>
<td>mukló</td>
</tr>
<tr>
<td>óbào</td>
<td>oblá</td>
<td>obló</td>
<td>oblí</td>
<td>óbào</td>
<td>oblá</td>
<td>obló</td>
</tr>
<tr>
<td>pódao</td>
<td>podlá</td>
<td>podló</td>
<td>podlí</td>
<td>pódao</td>
<td>podlá</td>
<td>podló</td>
</tr>
</tbody>
</table>

Verbs

<table>
<thead>
<tr>
<th>1sg pres</th>
<th>Masc past</th>
<th>Fem past</th>
<th>Neut past</th>
</tr>
</thead>
<tbody>
<tr>
<td>tepém</td>
<td>tépao</td>
<td>teplá</td>
<td>teplý</td>
</tr>
<tr>
<td>skubém</td>
<td>skúbao</td>
<td>skublá</td>
<td>skublý</td>
</tr>
<tr>
<td>tresém</td>
<td>tresao</td>
<td>treslá</td>
<td>treslý</td>
</tr>
<tr>
<td>vezém</td>
<td>vézao</td>
<td>vezlá</td>
<td>vezlý</td>
</tr>
</tbody>
</table>

2 Standard Ukrainian

Standard Ukrainian has palatalized and nonpalatalized consonants, but only nonpalatalized consonants before e. Consonants are generally palatalized before i, with some apparent exceptions such as bil ‘ache,’ which need not be seen as exceptions, given the right analysis. Give ordered rules to account for the alternations of the following nouns. The alternation between o and e is limited to suffixes. Also for masculine nouns referring to persons, ov/ev is inserted between the root and the case suffix in the locative singular (see words for ‘son-in-law,’ ‘grandfather’). The data are initially ambiguous as to whether or not the alternations between o and i and between e and i are to be implemented by the same rule. Consider both possibilities; give an argument for selecting one of these solutions.

Masculine nouns

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Dat pl</th>
<th>Dat sg</th>
<th>Loc sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>zub</td>
<td>zubam</td>
<td>zubovi</td>
<td>zubý</td>
</tr>
<tr>
<td>svít</td>
<td>svítam</td>
<td>svítovi</td>
<td>svítý</td>
</tr>
<tr>
<td>z’at’</td>
<td>z’at’am</td>
<td>z’atevi</td>
<td>z’ateví</td>
</tr>
<tr>
<td>koš’l’</td>
<td>košel’am</td>
<td>košel’vi</td>
<td>košel’ý</td>
</tr>
<tr>
<td>zlod’ry</td>
<td>zlod’ryam</td>
<td>zlod’ryeví</td>
<td>zlod’ryeví</td>
</tr>
<tr>
<td>m’ris’at’’</td>
<td>m’ris’at’am</td>
<td>m’ris’at’eví</td>
<td>m’ris’at’eví</td>
</tr>
<tr>
<td>korovay</td>
<td>korovayam</td>
<td>korovayeví</td>
<td>korovayeví</td>
</tr>
<tr>
<td>kam’rin’</td>
<td>kamen’am</td>
<td>kamen’eví</td>
<td>kamen’í</td>
</tr>
<tr>
<td>m’id’</td>
<td>m’id’am</td>
<td>m’idevi’</td>
<td>m’idý</td>
</tr>
</tbody>
</table>
In the following Somali data, [d] is a voiced retroflex stop and [r] is a voiced retroflex continuant. Account for all phonological alternations in these data. In your discussion of these forms, be sure to make it clear what you assume the underlying representations of relevant morphemes are. Your discussion should also make it clear what motivates your underlying representations and rules. For instance if you could analyze some alternation by assuming underlying X and rule Y, say why (or whether) that choice is preferable to the alternative of assuming underlying P and rule Q.

### Neuter nouns

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Gen sg</th>
<th>Dat sg</th>
<th>Loc sg</th>
<th>Gen pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>tīlō</td>
<td>tīla</td>
<td>tīlī</td>
<td>tīl</td>
<td>tīw</td>
</tr>
<tr>
<td>koleso</td>
<td>koleSa</td>
<td>kolesu</td>
<td>kolesī</td>
<td>kolis</td>
</tr>
<tr>
<td>ozero</td>
<td>ozerA</td>
<td>ozeru</td>
<td>ozerī</td>
<td>ozīr</td>
</tr>
<tr>
<td>selo</td>
<td>selA</td>
<td>selu</td>
<td>selī</td>
<td>sīw</td>
</tr>
<tr>
<td>pole</td>
<td>polA</td>
<td>polu</td>
<td>polī</td>
<td>pil</td>
</tr>
<tr>
<td>slovo</td>
<td>slovA</td>
<td>slovu</td>
<td>slovī</td>
<td>slīw</td>
</tr>
<tr>
<td>more</td>
<td>morA</td>
<td>moru</td>
<td>morī</td>
<td>mir</td>
</tr>
</tbody>
</table>

### 3 Somali

In the following Somali data, [d] is a voiced retroflex stop and [r] is a voiced retroflex continuant. Account for all phonological alternations in these data. In your discussion of these forms, be sure to make it clear what you assume the underlying representations of relevant morphemes are. Your discussion should also make it clear what motivates your underlying representations and rules. For instance if you could analyze some alternation by assuming underlying X and rule Y, say why (or whether) that choice is preferable to the alternative of assuming underlying P and rule Q.

<table>
<thead>
<tr>
<th>Singular</th>
<th>Sing. definite</th>
<th>Plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>daar</td>
<td>daarA</td>
<td>daaro</td>
</tr>
<tr>
<td>gees</td>
<td>geesta</td>
<td>geeso</td>
</tr>
<tr>
<td>laf</td>
<td>lafta</td>
<td>lafo</td>
</tr>
<tr>
<td>lug</td>
<td>lugta</td>
<td>luyo</td>
</tr>
<tr>
<td>naag</td>
<td>naagta</td>
<td>naayo</td>
</tr>
<tr>
<td>tib</td>
<td>tibta</td>
<td>tībo</td>
</tr>
<tr>
<td>sab</td>
<td>sabta</td>
<td>saβo</td>
</tr>
<tr>
<td>bad</td>
<td>bada</td>
<td>baάo</td>
</tr>
<tr>
<td>jid</td>
<td>jīda</td>
<td>jīdo</td>
</tr>
<tr>
<td>feed</td>
<td>feedA</td>
<td>feerō</td>
</tr>
<tr>
<td>fiir</td>
<td>fiirta</td>
<td>fiirō</td>
</tr>
<tr>
<td>ŋul</td>
<td>ŋušA</td>
<td>ŋulo</td>
</tr>
<tr>
<td>bil</td>
<td>bišA</td>
<td>bilo</td>
</tr>
<tr>
<td>meel</td>
<td>meešA</td>
<td>meelo</td>
</tr>
<tr>
<td>kaliil</td>
<td>kaliisA</td>
<td>kaliilo</td>
</tr>
<tr>
<td>nayl</td>
<td>nayšA</td>
<td>naylo</td>
</tr>
</tbody>
</table>
4 Latin

Provide a complete account of the following phonological alternations in Latin, including underlying forms for noun stems.

<table>
<thead>
<tr>
<th>Nominative</th>
<th>Genitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>arks</td>
<td>arquis</td>
</tr>
<tr>
<td>dukis</td>
<td>dukis</td>
</tr>
<tr>
<td>daps</td>
<td>dapis</td>
</tr>
<tr>
<td>regis</td>
<td>regis</td>
</tr>
<tr>
<td>falangis</td>
<td>filanquis</td>
</tr>
<tr>
<td>filis</td>
<td>filis</td>
</tr>
<tr>
<td>lapidis</td>
<td>lapis</td>
</tr>
<tr>
<td>strifes</td>
<td>litoris</td>
</tr>
<tr>
<td>deceit’</td>
<td>stratres</td>
</tr>
<tr>
<td>night</td>
<td>noktris</td>
</tr>
<tr>
<td>brow’</td>
<td>frontris</td>
</tr>
<tr>
<td>leaf’</td>
<td>frontris</td>
</tr>
<tr>
<td>anvil’</td>
<td>inquisidis</td>
</tr>
<tr>
<td>lot’</td>
<td>sortis</td>
</tr>
</tbody>
</table>
Doing an analysis

The following 6 nouns and adjectives select a different genitive suffix, -i: as opposed to is. You cannot predict on phonological grounds what nouns take this suffix, but otherwise these words follow the rules motivated in the language.

- fur: furis ‘thief’
- murmur: murmuris ‘murmur’
- augur: auguris ‘augur’
- arbor: arboris ‘tree’
- pugil: pugilis ‘boxer’
- sal: salis ‘salt’
- adeps: adipis ‘fat’
- apeks: apikis ‘top’
- principes: principis ‘chief’
- ekwes: ekwitis ‘horseman’
- miles: miltis ‘soldier’
- nomen: nominis ‘name’
- karmen: karminis ‘song’
- lu men: luminis ‘light’
- wenter: wentris ‘belly’
- pater: patris ‘father’
- kada:wer: kaderis ‘corpse’
- tu:ber: tiberis ‘swelling’
- piper: pipenis ‘pepper’
- karker: karkeris ‘prison’

What other phonological rule or rules are needed to account for the following data?

- dies: diei: ‘day’
- liber: liberi: ‘free’
- miser: miseri: ‘wretched’
- ager: agri: ‘field’
- sinister: sinistri: ‘left’
- liber: libri: ‘book’

5 Turkish

Provide a phonological analysis of the following data from Turkish.

<table>
<thead>
<tr>
<th>Nom</th>
<th>Poss</th>
<th>Dat</th>
<th>Abl</th>
<th>Nom pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>oda</td>
<td>odasi</td>
<td>odaya</td>
<td>odadan</td>
<td>odalar</td>
</tr>
<tr>
<td>dere</td>
<td>deresi</td>
<td>dereye</td>
<td>dereden</td>
<td>dereler</td>
</tr>
<tr>
<td>utu</td>
<td>utesu</td>
<td>uteye</td>
<td>uteuden</td>
<td>utuler</td>
</tr>
<tr>
<td>balo</td>
<td>balosu</td>
<td>baloya</td>
<td>balodan</td>
<td>balolar</td>
</tr>
<tr>
<td>Term</td>
<td>Example</td>
<td>Meaning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ari</td>
<td>arisi</td>
<td>'bee'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>La</td>
<td>la:si</td>
<td>'la (note)'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bina</td>
<td>binasi</td>
<td>'building'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imla</td>
<td>imlasi</td>
<td>'spelling'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>besi</td>
<td>'B (letter)'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kep</td>
<td>kepi</td>
<td>'cap'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At</td>
<td>ati</td>
<td>'horse'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ek</td>
<td>eki</td>
<td>'affix'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ok</td>
<td>oku</td>
<td>'arrow'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guc</td>
<td>gu:j</td>
<td>'power'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ahmet</td>
<td>ahmed</td>
<td>'Ahmed'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kurt</td>
<td>kurdu</td>
<td>'worm'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turk</td>
<td>turke</td>
<td>'Turk'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gen</td>
<td>gen:ci</td>
<td>'young'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Halk</td>
<td>halka</td>
<td>'folk'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ust</td>
<td>ustü</td>
<td>'upper plane'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sarp</td>
<td>sarpa</td>
<td>'steep'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harp</td>
<td>harba</td>
<td>'war'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alt</td>
<td>alti</td>
<td>'bottom'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Renk</td>
<td>rengi</td>
<td>'color'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>His</td>
<td>hisse</td>
<td>'feeling'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hur</td>
<td>hurre</td>
<td>'free'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mahal</td>
<td>mahalla</td>
<td>'place'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hak</td>
<td>hakka</td>
<td>'right'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zam</td>
<td>zamma</td>
<td>'inflation'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Af</td>
<td>affa</td>
<td>'excuse'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arabi</td>
<td>araba</td>
<td>'Arab'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koyunu</td>
<td>koyuna</td>
<td>'sheep'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pilot</td>
<td>piota</td>
<td>'pilot'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kitap</td>
<td>kitaba</td>
<td>'book'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Domuz</td>
<td>domuza</td>
<td>'pig'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davul</td>
<td>davula</td>
<td>'drum'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayir</td>
<td>bayira</td>
<td>'slope'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somun</td>
<td>somunda</td>
<td>'loaf'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fikir</td>
<td>fikre</td>
<td>'idea'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isim</td>
<td>isme</td>
<td>'name'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boyun</td>
<td>boyna</td>
<td>'neck'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cevir</td>
<td>cevre</td>
<td>'injustice'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Devir</td>
<td>devre</td>
<td>'transfer'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Koyun</td>
<td>koyna</td>
<td>'bosom'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Karin</td>
<td>karna</td>
<td>'thorax'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burun</td>
<td>burna</td>
<td>'nose'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Akil</td>
<td>akla</td>
<td>'intelligence'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sehir</td>
<td>shehre</td>
<td>'city'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Namaz</td>
<td>namaza</td>
<td>'worship'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zaman</td>
<td>zamanda</td>
<td>'time'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harap</td>
<td>harapa</td>
<td>'ruined'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I:kaz</td>
<td>i:ka:za</td>
<td>'warning'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hayat</td>
<td>haya:ta</td>
<td>'life'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ispat</td>
<td>ispatla</td>
<td>'proof'</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inek</td>
<td>inee</td>
<td>'cow'</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Propose rules to account for the following alternations. It will prove useful to think about Kera vowels in terms of high versus nonhigh vowels. Also, in this language it would be convenient to assume that [h] and [ʔ] are specified as [+low]. Pay attention to both verbs like *bilan* ‘want me,’ *balnan* ‘wanted me’ and *balla* ‘you must want!’ i.e. there are present, past, and imperative forms involved, certain tenses being marked by suffixes. Finally, pay attention to what might look like a coincidence in the distribution of vowels in the underlying forms of verb roots: there are no coincidences.

<table>
<thead>
<tr>
<th>Kera</th>
<th>Meaning</th>
<th>Kera</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ṭan</td>
<td>‘eat me’</td>
<td>ṭan</td>
<td>‘my brother’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘eat you (masc)’</td>
<td>ṭen</td>
<td>‘your (masc) brother’</td>
</tr>
<tr>
<td>ṭim</td>
<td>‘eat you (fem)’</td>
<td>ṭin</td>
<td>‘your (fem) brother’</td>
</tr>
<tr>
<td>ṭum</td>
<td>‘eat him’</td>
<td>ṭu</td>
<td>‘his brother’</td>
</tr>
<tr>
<td>ṭa</td>
<td>‘eat her’</td>
<td>ṭa</td>
<td>‘her brother’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘eat you (pl)’</td>
<td>ṭem</td>
<td>‘your (pl) brother’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘change me’</td>
<td>ṭam</td>
<td>‘my belly’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘change you (masc)’</td>
<td>ṭam</td>
<td>‘your (masc) belly’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘change you (fem)’</td>
<td>ṭam</td>
<td>‘your (fem) belly’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘change him’</td>
<td>ṭam</td>
<td>‘his belly’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘change her’</td>
<td>ṭam</td>
<td>‘her belly’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘change you (pl)’</td>
<td>ṭam</td>
<td>‘your (pl) belly’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘my head’</td>
<td>ṭam</td>
<td>‘wake me’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘your (masc) head’</td>
<td>ṭam</td>
<td>‘wake you (masc)’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘your (fem) head’</td>
<td>ṭam</td>
<td>‘wake you (fem)’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘his head’</td>
<td>ṭam</td>
<td>‘wake him’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘her head’</td>
<td>ṭam</td>
<td>‘wake her’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘your (pl) head’</td>
<td>ṭam</td>
<td>‘wake you (pl)’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘meet me’</td>
<td>ṭam</td>
<td>‘meet you (masc)’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘meet you (fem)’</td>
<td>ṭam</td>
<td>‘meet you (fem)’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘meet him’</td>
<td>ṭam</td>
<td>‘meet her’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘meet you (pl)’</td>
<td>ṭam</td>
<td>‘meet you (pl)’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘find me’</td>
<td>ṭam</td>
<td>‘find you (masc)’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘find you (fem)’</td>
<td>ṭam</td>
<td>‘find him’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘find her’</td>
<td>ṭam</td>
<td>‘find her’</td>
</tr>
<tr>
<td>ṭam</td>
<td>‘find you (pl)’</td>
<td>ṭam</td>
<td>‘find you (pl)’</td>
</tr>
</tbody>
</table>
7 Keley-i

Account for the alternations in the following verbs. The different forms relate to whether the action is in the past or future, and which element in the sentence is emphasized (subject, object, instrument). Roots underlyingly have the shape CVC(C)VC, and certain forms such as the subject focus future require changes in the stem that result in a CVCCVC shape. This may be accomplished by reduplicating the initial CV– for stems whose first vowel is [e] (ʔum-behat ← behat) or doubling the middle consonant (ʔum-buŋŋet – buŋŋet). The contrastive identification imperfective form conditions lengthening of the consonant in the middle of the stem, when the first vowel is not [e] (memayyu? ← bayu?). These changes are part of the morphology, so do not attempt to write phonological rules to double consonants or reduplicate syllables. Be sure to explicitly state the underlying form of each root and affix.

Understanding the status of [s] and [h] in this language is important in solving this problem. It is also important to consider exactly what underlying nasal consonant is present in these various prefixes and infixes – there is evidence in the data which shows that the underlying nature of the nasal explains certain observed differences in phonological behavior.

<table>
<thead>
<tr>
<th>Subject focus</th>
<th>Direct object focus</th>
<th>Instrumental focus past</th>
</tr>
</thead>
<tbody>
<tr>
<td>?umduntuk</td>
<td>dinuntuk</td>
<td>?induntuk</td>
</tr>
<tr>
<td>?umdillag</td>
<td>dinilag</td>
<td>?indilag</td>
</tr>
<tr>
<td>?umgubbat</td>
<td>ginubat</td>
<td>?igubbat</td>
</tr>
<tr>
<td>?umhullat</td>
<td>hinulat</td>
<td>?inhulat</td>
</tr>
<tr>
<td>?umbugjet</td>
<td>binugjet</td>
<td>?imbuget</td>
</tr>
<tr>
<td>?umgalgal</td>
<td>ginalgal</td>
<td>?ingalgal</td>
</tr>
<tr>
<td>?umbebhat</td>
<td>binhat</td>
<td>?imbhat</td>
</tr>
<tr>
<td>?umtuggun</td>
<td>sinugun</td>
<td>?intugun</td>
</tr>
<tr>
<td>?umteppen</td>
<td>simpen</td>
<td>?intepen</td>
</tr>
<tr>
<td>?umpeptut</td>
<td>pintut</td>
<td>?impetut</td>
</tr>
</tbody>
</table>

| ba | ‘not’ | pa | ‘again’ | bipa | ‘no more’ |
The following past subject clausal focus forms involve a different prefix, using some of the roots found above. A number of roots require reduplication of the first root syllable.

<table>
<thead>
<tr>
<th>root</th>
<th>instrumental focus</th>
<th>contrastive focus</th>
<th>perfective focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>?umhepuŋ</td>
<td>himpuŋ</td>
<td>?inhepuŋ</td>
<td>‘break a stick’</td>
</tr>
<tr>
<td>?umtekuk</td>
<td>sîjuk</td>
<td>?intekuk</td>
<td>‘shout’</td>
</tr>
<tr>
<td>?umkebet</td>
<td>kimbet</td>
<td>?iŋkebet</td>
<td>‘scratch’</td>
</tr>
<tr>
<td>?umbedad</td>
<td>bindad</td>
<td>?imbedad</td>
<td>‘untie’</td>
</tr>
<tr>
<td>?umgedgeh</td>
<td>diŋgeh</td>
<td>?indegeh</td>
<td>‘sick’</td>
</tr>
</tbody>
</table>

**Instrumental Contrastive Contrastive**

<table>
<thead>
<tr>
<th>root</th>
<th>id. imperfective focus</th>
<th>id. perfective focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>?induntuk</td>
<td>menuntuk</td>
<td>nenuntuk</td>
</tr>
<tr>
<td>?imbayu?</td>
<td>memayyu?</td>
<td>nemayyu?</td>
</tr>
<tr>
<td>?indilag</td>
<td>menilag</td>
<td>nenilag</td>
</tr>
<tr>
<td>?iŋgubat</td>
<td>meŋgubat</td>
<td>neŋgubat</td>
</tr>
<tr>
<td>?inhalat</td>
<td>menhalat</td>
<td>nenhalat</td>
</tr>
<tr>
<td>?intanem</td>
<td>menannem</td>
<td>nenannem</td>
</tr>
<tr>
<td>?impedug</td>
<td>memedug</td>
<td>nemedug</td>
</tr>
<tr>
<td>?imbedad</td>
<td>memdad</td>
<td>nemdad</td>
</tr>
<tr>
<td>?iŋkebet</td>
<td>meŋket</td>
<td>neŋket</td>
</tr>
<tr>
<td>?imbeka?</td>
<td>memka?</td>
<td>nemka?</td>
</tr>
<tr>
<td>?intepen</td>
<td>mempen</td>
<td>nempen</td>
</tr>
<tr>
<td>?inteba?</td>
<td>memba?</td>
<td>nemba?</td>
</tr>
<tr>
<td>?intekuk</td>
<td>meŋkuk</td>
<td>neŋkuk</td>
</tr>
<tr>
<td>?indegeh</td>
<td>meŋgeh</td>
<td>neŋgeh</td>
</tr>
<tr>
<td>?inhapaw</td>
<td>mempaw</td>
<td>nempaw</td>
</tr>
<tr>
<td>?inteled</td>
<td>menled</td>
<td>nenled</td>
</tr>
<tr>
<td>?indeek</td>
<td>men?ek</td>
<td>nen?ek</td>
</tr>
<tr>
<td>?in?inum</td>
<td>meŋinum</td>
<td>neŋinum</td>
</tr>
<tr>
<td>?in?ala?</td>
<td>meŋalla?</td>
<td>neŋalla?</td>
</tr>
<tr>
<td>?in?awit</td>
<td>meŋawwit</td>
<td>neŋawit</td>
</tr>
</tbody>
</table>

8 Kuria

In some (but not all) of the examples below, morphemes boundaries have been introduced to assist in the analysis. Pronouns are assigned to a grammatical class depending on the noun which they refer to, conventionally given a number (1–20). Tone may be disregarded (however, it is predictable in the infinitive). It is important to pay attention to interaction between processes in this problem.

<p>| root | | | |
|------|----------------|----------------|
| ogo-táángá | ‘to begin’ | oko-gáša | ‘to harvest’ |
| oko-rága | ‘to witch’ | oko-réma | ‘to plow’ |
| oko-hóórá | ‘to thresh’ | ugu-sííká | ‘to close a door’ |</p>
<table>
<thead>
<tr>
<th>Verb</th>
<th>Meaning</th>
<th>Verb</th>
<th>Meaning</th>
<th>Verb</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>ugu-súraangá</td>
<td>‘to sing praise’</td>
<td>uku-gíngá</td>
<td>‘to shave’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ugu-túúhá</td>
<td>‘to be blunt’</td>
<td>ugu-ˇcí-bára</td>
<td>‘to count it (10)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-kó-bárá</td>
<td>‘to count you (sg)’</td>
<td>uku-gúsúraangá</td>
<td>‘to praise you (sg)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>oko-mó-bárá</td>
<td>‘to count him’</td>
<td>uku-gú-súraánga</td>
<td>‘to praise him’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bárá</td>
<td>‘to count them (4)’</td>
<td>uku-tú-súraánga</td>
<td>‘to praise them’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>oko-gé-bárá</td>
<td>‘to count it (5)’</td>
<td>uku-ˇc-súraánga</td>
<td>‘to praise it (10)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to count us’</td>
<td>uku-mú-súraánga</td>
<td>‘to praise us’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>oko-mó-bóra</td>
<td>‘to count them’</td>
<td>uku-bí-súraánga</td>
<td>‘to praise them (4)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to count him (3)’</td>
<td>ugu-tú-súraánga</td>
<td>‘to praise them (10)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to count it (3)’</td>
<td>uku-bí-súraánga</td>
<td>‘to praise them (5)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to count it (5)’</td>
<td>uku-rí-súraánga</td>
<td>‘to praise it (5)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to count it (8)’</td>
<td>uku-bí-súraánga</td>
<td>‘to praise it (8)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to count it (10)’</td>
<td>uku-ˇc-súraánga</td>
<td>‘to praise it (10)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to harvest it (3) for him’</td>
<td>uku-bí-súraánga</td>
<td>‘to praise it (3)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to harvest it (3) for him’</td>
<td>uku-bí-súraánga</td>
<td>‘to praise it (3)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to make him close it (4)’</td>
<td>ogo-tó-bára</td>
<td>‘to make him win it (4)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to make him close it (4)’</td>
<td>ogo-tó-bára</td>
<td>‘to make him win it (4)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to make him close it (4)’</td>
<td>ogo-tó-bára</td>
<td>‘to make him win it (4)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to make him close it (4)’</td>
<td>ogo-tó-bára</td>
<td>‘to make him win it (4)’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ogo-tó-bára</td>
<td>‘to make him close it (4)’</td>
<td>ogo-tó-bára</td>
<td>‘to make him win it (4)’</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Phonological Table:

<table>
<thead>
<tr>
<th>Root</th>
<th>Stem</th>
<th>3sg subjunctive</th>
<th>3sg subjunctive for</th>
</tr>
</thead>
<tbody>
<tr>
<td>remá</td>
<td>aremé</td>
<td>aremeré</td>
<td>‘cultivate’</td>
</tr>
<tr>
<td>tereká</td>
<td>atereké</td>
<td>aterekére</td>
<td>‘cultivate’</td>
</tr>
</tbody>
</table>

Notes:
- Tense and mood markers are appended to the root.
- The table includes examples of phonological rules and verb conjugations.
9 Lardil
Account for the phonological alternations seen in the data below.

<table>
<thead>
<tr>
<th>Bare N</th>
<th>Accusative</th>
<th>Nonfuture</th>
<th>Future</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>kentapal</td>
<td>kentapalin</td>
<td>kentapalar</td>
<td>kentapalu</td>
<td>‘dugong’</td>
</tr>
<tr>
<td>keṭar</td>
<td>keṭarin</td>
<td>keṭanar</td>
<td>keṭanur</td>
<td>‘river’</td>
</tr>
<tr>
<td>miyar</td>
<td>miyarın</td>
<td>miyarşar</td>
<td>miyarşur</td>
<td>‘spear’</td>
</tr>
<tr>
<td>yupur</td>
<td>yupurın</td>
<td>yupurşar</td>
<td>yupurşur</td>
<td>‘red rock cod’</td>
</tr>
<tr>
<td>taʃur</td>
<td>taʃurın</td>
<td>taʃurşar</td>
<td>taʃurşur</td>
<td>‘crab (sp)’</td>
</tr>
<tr>
<td>yaraman</td>
<td>yaramanın</td>
<td>yaramanar</td>
<td>yaramanur</td>
<td>‘horse’</td>
</tr>
<tr>
<td>maan</td>
<td>maanın</td>
<td>maanar</td>
<td>maanar</td>
<td>‘spear’</td>
</tr>
<tr>
<td>piriʃen</td>
<td>piriʃenin</td>
<td>piriʃenar</td>
<td>piriʃenur</td>
<td>‘woman’</td>
</tr>
<tr>
<td>mela</td>
<td>melañ</td>
<td>melar</td>
<td>melar</td>
<td>‘sea’</td>
</tr>
<tr>
<td>ṯawa</td>
<td>ṯawan</td>
<td>ṯawanar</td>
<td>ṯawanar</td>
<td>‘rat’</td>
</tr>
<tr>
<td>wanka</td>
<td>wankan</td>
<td>wankanar</td>
<td>wankanar</td>
<td>‘arm’</td>
</tr>
<tr>
<td>kuʃka</td>
<td>kuʃkan</td>
<td>kuʃkañar</td>
<td>kuʃkañar</td>
<td>‘groin’</td>
</tr>
<tr>
<td>təŋka</td>
<td>təŋkan</td>
<td>təŋkañar</td>
<td>təŋkañur</td>
<td>‘barracuda’</td>
</tr>
<tr>
<td>ʊuka</td>
<td>ʊukun</td>
<td>ʊukur</td>
<td>ʊukur</td>
<td>‘water’</td>
</tr>
<tr>
<td>ʊura</td>
<td>ʊurun</td>
<td>ʊurur</td>
<td>ʊurur</td>
<td>‘forehead’</td>
</tr>
<tr>
<td>kaʃa</td>
<td>kaʃun</td>
<td>kaʃur</td>
<td>kaʃur</td>
<td>‘child’</td>
</tr>
<tr>
<td>muna</td>
<td>munuñ</td>
<td>munuñar</td>
<td>munuñar</td>
<td>‘elbow’</td>
</tr>
<tr>
<td>ȵawa</td>
<td>ȵawun</td>
<td>ȵawunar</td>
<td>ȵawunar</td>
<td>‘dog’</td>
</tr>
<tr>
<td>kente</td>
<td>kenteñ</td>
<td>kenteñar</td>
<td>kenteñur</td>
<td>‘wife’</td>
</tr>
<tr>
<td>t’impe</td>
<td>t’impin</td>
<td>t’impiñar</td>
<td>t’impiñur</td>
<td>‘tail’</td>
</tr>
<tr>
<td>ŋine</td>
<td>ŋinin</td>
<td>ŋiniñar</td>
<td>ŋiniñur</td>
<td>‘skin’</td>
</tr>
<tr>
<td>pape</td>
<td>papin</td>
<td>papinær</td>
<td>papinur</td>
<td>‘father’s mother’</td>
</tr>
<tr>
<td>t’empe</td>
<td>t’empen</td>
<td>t’empeñar</td>
<td>t’empeñur</td>
<td>‘mother’s father’</td>
</tr>
<tr>
<td>wiʃe</td>
<td>wiʃen</td>
<td>wiʃenar</td>
<td>wiʃenar</td>
<td>‘interior’</td>
</tr>
<tr>
<td>waŋal</td>
<td>waŋalın</td>
<td>waŋalıñar</td>
<td>waŋalıñur</td>
<td>‘boomerang’</td>
</tr>
<tr>
<td>men’el</td>
<td>men’elkin</td>
<td>men’elkar</td>
<td>men’elkur</td>
<td>‘dogfish (sp)’</td>
</tr>
<tr>
<td>makar</td>
<td>makarkan</td>
<td>makarkanar</td>
<td>makarkur</td>
<td>‘anthill’</td>
</tr>
<tr>
<td>yaʃul</td>
<td>yaʃulun</td>
<td>yaʃulunar</td>
<td>yaʃulunar</td>
<td>‘flame’</td>
</tr>
<tr>
<td>mayar</td>
<td>mayaran</td>
<td>mayaranar</td>
<td>mayaranar</td>
<td>‘rainbow’</td>
</tr>
<tr>
<td>ŋalkur</td>
<td>ŋalkuran</td>
<td>ŋalkuranar</td>
<td>ŋalkuranar</td>
<td>‘kookaburra’</td>
</tr>
<tr>
<td>wiwiwal</td>
<td>wiwiwalan</td>
<td>wiwiwalanar</td>
<td>wiwiwalanar</td>
<td>‘bush mango’</td>
</tr>
<tr>
<td>karikar</td>
<td>karikarin</td>
<td>karikarinar</td>
<td>karikarinur</td>
<td>‘butter-fish’</td>
</tr>
<tr>
<td>yiliyli</td>
<td>yiliylin</td>
<td>yiliylinar</td>
<td>yiliylinur</td>
<td>‘oyster (sp)’</td>
</tr>
<tr>
<td>yukar</td>
<td>yukarpın</td>
<td>yukarpınar</td>
<td>yukarpınur</td>
<td>‘husband’</td>
</tr>
<tr>
<td>pulŋar</td>
<td>pulŋarpın</td>
<td>pulŋarpınar</td>
<td>pulŋarpınur</td>
<td>‘huge’</td>
</tr>
<tr>
<td>wuʃun</td>
<td>wuʃunkan</td>
<td>wuʃunkañar</td>
<td>wuʃunkar</td>
<td>‘fruit (sp)’</td>
</tr>
<tr>
<td>wuʃal</td>
<td>wuʃaltın</td>
<td>wuʃaltıñar</td>
<td>wuʃaltıñur</td>
<td>‘meat’</td>
</tr>
<tr>
<td>kantukan</td>
<td>kantukuntun</td>
<td>kantukuntuñar</td>
<td>kantukuntuñur</td>
<td>‘red’</td>
</tr>
<tr>
<td>karwakar</td>
<td>karwakarın</td>
<td>karwakarınar</td>
<td>karwakarınar</td>
<td>‘wattle (sp)’</td>
</tr>
<tr>
<td>təɾara</td>
<td>təɾarañın</td>
<td>təɾarañar</td>
<td>təɾarañur</td>
<td>‘shark’</td>
</tr>
<tr>
<td>ŋalu</td>
<td>ŋalukin</td>
<td>ŋalukar</td>
<td>ŋalukur</td>
<td>‘story’</td>
</tr>
</tbody>
</table>
10 Sakha (Yakut)

Give a phonological analysis of the following case-marking paradigms of nouns in Sakha.

<table>
<thead>
<tr>
<th>Noun</th>
<th>Plural</th>
<th>Associative</th>
</tr>
</thead>
<tbody>
<tr>
<td>aya</td>
<td>ayalar</td>
<td>ayaliin</td>
</tr>
<tr>
<td>paarta</td>
<td>paartalar</td>
<td>paartaliin</td>
</tr>
<tr>
<td>tia</td>
<td>tialar</td>
<td>tialiin</td>
</tr>
<tr>
<td>kinege</td>
<td>kinigeler</td>
<td>kingeliin</td>
</tr>
<tr>
<td>jie</td>
<td>jieler</td>
<td>jielin</td>
</tr>
<tr>
<td>iye</td>
<td>iyeler</td>
<td>iyeliin</td>
</tr>
<tr>
<td>kini</td>
<td>kiniler</td>
<td>kiniliin</td>
</tr>
<tr>
<td>bie</td>
<td>bieler</td>
<td>bieliin</td>
</tr>
<tr>
<td>oyo</td>
<td>oyolor</td>
<td>oyuoluun</td>
</tr>
<tr>
<td>xoopto</td>
<td>xooptolor</td>
<td>xooptoluun</td>
</tr>
<tr>
<td>börö</td>
<td>börölör</td>
<td>börölüün</td>
</tr>
<tr>
<td>tial</td>
<td>tiilar</td>
<td>tiilliin</td>
</tr>
<tr>
<td>ial</td>
<td>iillar</td>
<td>iilliin</td>
</tr>
<tr>
<td>kuul</td>
<td>kuullar</td>
<td>kuulluun</td>
</tr>
<tr>
<td>at</td>
<td>attar</td>
<td>attiin</td>
</tr>
<tr>
<td>balik</td>
<td>baliktar</td>
<td>balikiin</td>
</tr>
<tr>
<td>iskaap</td>
<td>iskaaptar</td>
<td>iskaaptiin</td>
</tr>
<tr>
<td>oyus</td>
<td>oyustar</td>
<td>oyustuun</td>
</tr>
<tr>
<td>kus</td>
<td>kustar</td>
<td>kustuun</td>
</tr>
<tr>
<td>tünük</td>
<td>tünükter</td>
<td>tünüktüün</td>
</tr>
<tr>
<td>sep</td>
<td>septer</td>
<td>septiin</td>
</tr>
<tr>
<td>et</td>
<td>etter</td>
<td>ettiin</td>
</tr>
<tr>
<td>örüş</td>
<td>örüster</td>
<td>örüstüün</td>
</tr>
<tr>
<td>tiis</td>
<td>tiister</td>
<td>tiistiin</td>
</tr>
<tr>
<td>soröç</td>
<td>soröçtor</td>
<td>soröçtuun</td>
</tr>
<tr>
<td>oç</td>
<td>oçtor</td>
<td>oçtuun</td>
</tr>
<tr>
<td>oloppos</td>
<td>oloppostor</td>
<td>oloppostuun</td>
</tr>
<tr>
<td>ötöç</td>
<td>ötöçtor</td>
<td>ötöçtüün</td>
</tr>
<tr>
<td>ubay</td>
<td>ubaydar</td>
<td>ubaydiin</td>
</tr>
<tr>
<td>saray</td>
<td>saraydar</td>
<td>saraydiin</td>
</tr>
<tr>
<td>tiy</td>
<td>tiydar</td>
<td>tiyiin</td>
</tr>
<tr>
<td>atirir</td>
<td>atiridar</td>
<td>atiridiin</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Noun</th>
<th>Plural</th>
<th>Associative</th>
</tr>
</thead>
<tbody>
<tr>
<td>'father'</td>
<td>'school desk'</td>
<td>'forest'</td>
</tr>
<tr>
<td>'book'</td>
<td>'house'</td>
<td>'mother'</td>
</tr>
<tr>
<td>'3rd person'</td>
<td>'mare'</td>
<td>'child'</td>
</tr>
<tr>
<td>'gull'</td>
<td>'wolf'</td>
<td>'wind'</td>
</tr>
<tr>
<td>'neighbor'</td>
<td>'sack'</td>
<td>'horse'</td>
</tr>
<tr>
<td>'fish'</td>
<td>'cabinet'</td>
<td>'bull'</td>
</tr>
<tr>
<td>'duck'</td>
<td>'window'</td>
<td>'tool'</td>
</tr>
<tr>
<td>'meat'</td>
<td>'river'</td>
<td>'tooth'</td>
</tr>
<tr>
<td>'some person'</td>
<td>'arrow'</td>
<td>'chair'</td>
</tr>
<tr>
<td>'abandoned farm'</td>
<td>'elder brother'</td>
<td>'barn'</td>
</tr>
<tr>
<td>'foal'</td>
<td>'stallion'</td>
<td></td>
</tr>
</tbody>
</table>
Doing an analysis

<table>
<thead>
<tr>
<th>Noun</th>
<th>Partitive</th>
<th>Comparative</th>
<th>Ablative</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>oyuur</td>
<td>oyuurdar</td>
<td>oyuurdun</td>
<td></td>
<td>‘forest’</td>
</tr>
<tr>
<td>üçügey</td>
<td>üçügeyder</td>
<td>üçügeydiin</td>
<td></td>
<td>‘good person’</td>
</tr>
<tr>
<td>ejiiy</td>
<td>ejiiyder</td>
<td>ejiiydiin</td>
<td></td>
<td>‘elder sister’</td>
</tr>
<tr>
<td>tomtor</td>
<td>tomtordor</td>
<td>tomtorduun</td>
<td></td>
<td>‘knob’</td>
</tr>
<tr>
<td>moyotoy</td>
<td>moyotoydor</td>
<td>moyotoyduun</td>
<td></td>
<td>‘chipmunk’</td>
</tr>
<tr>
<td>kötor</td>
<td>kötördör</td>
<td>kötördüün</td>
<td></td>
<td>‘bird’</td>
</tr>
<tr>
<td>boltöy</td>
<td>boltöydor</td>
<td>boltöydün</td>
<td></td>
<td>‘islet’</td>
</tr>
<tr>
<td>čatiŋ</td>
<td>čatiŋnar</td>
<td>čatiŋniin</td>
<td></td>
<td>‘birch’</td>
</tr>
<tr>
<td>aan</td>
<td>aannar</td>
<td>aanniin</td>
<td></td>
<td>‘door’</td>
</tr>
<tr>
<td>tiŋi</td>
<td>tiŋiin</td>
<td>tiŋiin</td>
<td></td>
<td>‘squirrel’</td>
</tr>
<tr>
<td>sordon</td>
<td>sordonor</td>
<td>sordonuun</td>
<td></td>
<td>‘pike’</td>
</tr>
<tr>
<td>olom</td>
<td>olomnor</td>
<td>olomnuun</td>
<td></td>
<td>‘bed’</td>
</tr>
<tr>
<td>orn</td>
<td>oronorn</td>
<td>oronnuun</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bóðöi</td>
<td>bóðögnör</td>
<td>bóðögnün</td>
<td></td>
<td>‘strong one’</td>
</tr>
<tr>
<td>Noun Partitive Comparative Ablative Meaning</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>aŋa</td>
<td>aŋata</td>
<td>aŋataay</td>
<td>aŋattan</td>
<td>‘father’</td>
</tr>
<tr>
<td>paartaa</td>
<td>paartataa</td>
<td>paartataay</td>
<td>paartattan</td>
<td>‘school desk’</td>
</tr>
<tr>
<td>taťia</td>
<td>taťiaay</td>
<td>taťiaay</td>
<td>taťian</td>
<td>‘forest’</td>
</tr>
<tr>
<td>kinigete</td>
<td>kinigeteeyer</td>
<td>kinigeteyen</td>
<td>kinigeten</td>
<td>‘book’</td>
</tr>
<tr>
<td>ļiey</td>
<td>ļieyeyer</td>
<td>ļieyeyen</td>
<td>ļieten</td>
<td>‘house’</td>
</tr>
<tr>
<td>kintie</td>
<td>kintieeyer</td>
<td>kintieeyen</td>
<td>kinteten</td>
<td>‘mother’</td>
</tr>
<tr>
<td>biete</td>
<td>bieteeyer</td>
<td>bieteeyer</td>
<td>bietten</td>
<td>‘3rd person’</td>
</tr>
<tr>
<td>oyo</td>
<td>oyooyoo</td>
<td>oyooyot</td>
<td>oyootton</td>
<td>‘child’</td>
</tr>
<tr>
<td>čopto</td>
<td>čoptotoo</td>
<td>čoptotooyor</td>
<td>čoptotton</td>
<td>‘gull’</td>
</tr>
<tr>
<td>börö</td>
<td>böröööör</td>
<td>böröööör</td>
<td>böröttön</td>
<td>‘wolf’</td>
</tr>
<tr>
<td>tiällä</td>
<td>tiälläy</td>
<td>tiälläyar</td>
<td>tiältan</td>
<td>‘wind’</td>
</tr>
<tr>
<td>kuul</td>
<td>kuullaa</td>
<td>kuullaaay</td>
<td>kuultan</td>
<td>‘neighbor’</td>
</tr>
<tr>
<td>mošyołol</td>
<td>mošyołoolo</td>
<td>mošyołoolooy</td>
<td>mošyołoltan</td>
<td>‘falcon’</td>
</tr>
<tr>
<td>at</td>
<td>atta</td>
<td>attayy</td>
<td>attyan</td>
<td>‘horse’</td>
</tr>
<tr>
<td>balik</td>
<td>balikta</td>
<td>baliktaay</td>
<td>baliktan</td>
<td>‘fish’</td>
</tr>
<tr>
<td>iskaap</td>
<td>iskaaptaa</td>
<td>iskaaptaay</td>
<td>iskaaptan</td>
<td>‘cabinet’</td>
</tr>
<tr>
<td>oyuus</td>
<td>oyuustaa</td>
<td>oyuustaaay</td>
<td>oyuustan</td>
<td>‘bull’</td>
</tr>
<tr>
<td>kus</td>
<td>kustaay</td>
<td>kustaaay</td>
<td>kustan</td>
<td>‘duck’</td>
</tr>
<tr>
<td>tününk</td>
<td>tününkete</td>
<td>tününketeeyer</td>
<td>tününkten</td>
<td>‘window’</td>
</tr>
<tr>
<td>sep</td>
<td>septime</td>
<td>septeyer</td>
<td>septen</td>
<td>‘tool’</td>
</tr>
<tr>
<td>et</td>
<td>ettey</td>
<td>etteeyer</td>
<td>etten</td>
<td>‘meat’</td>
</tr>
<tr>
<td>örüş</td>
<td>örüşeevery</td>
<td>örüşeevery</td>
<td>örüsten</td>
<td>‘river’</td>
</tr>
<tr>
<td>tiši</td>
<td>tištey</td>
<td>tišteeyer</td>
<td>tišten</td>
<td>‘tooth’</td>
</tr>
<tr>
<td>soroχi</td>
<td>soroχio</td>
<td>soroχiooyor</td>
<td>soroχion</td>
<td>‘some person’</td>
</tr>
<tr>
<td>ötöχi</td>
<td>ötöχööör</td>
<td>ötöχöööör</td>
<td>ötöχion</td>
<td>‘abandoned farm’</td>
</tr>
<tr>
<td>ubay</td>
<td>ubaydaay</td>
<td>ubaydaayay</td>
<td>ubaytan</td>
<td>‘elder brother’</td>
</tr>
<tr>
<td>saray</td>
<td>saraydaay</td>
<td>saraydaayay</td>
<td>saraytan</td>
<td>‘barn’</td>
</tr>
<tr>
<td>tiy</td>
<td>tiydaay</td>
<td>tiydaayay</td>
<td>tiytan</td>
<td>‘foal’</td>
</tr>
<tr>
<td>attir</td>
<td>attiρaraay</td>
<td>attiρaraay</td>
<td>attiρaran</td>
<td>‘stallion’</td>
</tr>
<tr>
<td>χirur</td>
<td>χirurdaay</td>
<td>χirurdaayay</td>
<td>χiruratan</td>
<td>‘surgeon’</td>
</tr>
<tr>
<td>üçügey</td>
<td>üçügeydeer</td>
<td>üçügeydeer</td>
<td>üçügeyten</td>
<td>‘good person’</td>
</tr>
<tr>
<td>tomtor</td>
<td>tomtordo</td>
<td>tomtordooyor</td>
<td>tomtorton</td>
<td>‘knob’</td>
</tr>
<tr>
<td>moyotoy</td>
<td>moyotoydo</td>
<td>moyotoydooyor</td>
<td>moyotoyton</td>
<td>‘chipmunk’</td>
</tr>
</tbody>
</table>
### 11 Sadžava Ukrainian

Give a phonological analysis of the following data. Assume that all surface occurrences of kʼ and gʼ in this language are derived by rule. Also assume that stress is located on the proper vowel in the underlying representation:
the rules for shifting stress are too complex to be considered here. Nouns in declension II depalatalize a consonant before the locative suffix, and nouns in declension III depalatalize in the genitive. The variation in the genitive and locative singular suffix in declension I (-i or -a versus -u) is lexically governed: do not write rules which select between these suffixes. Concentrate on establishing the correct underlying representations for the noun stem.

### Declension I

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Gen sg</th>
<th>Loc sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>plást</td>
<td>plastá</td>
<td>plas'tí</td>
</tr>
<tr>
<td>skorúx</td>
<td>skoruxá</td>
<td>skorus'í</td>
</tr>
<tr>
<td>γγιτάκα</td>
<td>γγιτάκα</td>
<td>γγιτα'í</td>
</tr>
<tr>
<td>pastúx</td>
<td>pastuxá</td>
<td>pastus'í</td>
</tr>
<tr>
<td>m'míux</td>
<td>m'míuxa</td>
<td>m'míús'í</td>
</tr>
<tr>
<td>plúγα</td>
<td>plúγα</td>
<td>plúz'í</td>
</tr>
<tr>
<td>στόγα</td>
<td>στόγα</td>
<td>στόz'í</td>
</tr>
<tr>
<td>sák</td>
<td>sáka</td>
<td>sá'tí</td>
</tr>
<tr>
<td>bék</td>
<td>baká</td>
<td>batí</td>
</tr>
<tr>
<td>lést</td>
<td>lastá</td>
<td>las'tí</td>
</tr>
<tr>
<td>lést</td>
<td>lesta</td>
<td>les'tí</td>
</tr>
<tr>
<td>πλότα</td>
<td>plótké</td>
<td>plótké</td>
</tr>
<tr>
<td>m'íst</td>
<td>mástá</td>
<td>mástá</td>
</tr>
<tr>
<td>πρόπ</td>
<td>prós'í</td>
<td>prós'í</td>
</tr>
<tr>
<td>κόμπ</td>
<td>kompá</td>
<td>kompá</td>
</tr>
<tr>
<td>νίλ</td>
<td>nilá</td>
<td>nilá</td>
</tr>
<tr>
<td>σέρ</td>
<td>séra</td>
<td>sérí</td>
</tr>
<tr>
<td>s'nýp</td>
<td>snýpá</td>
<td>snýpá</td>
</tr>
<tr>
<td>γέβα</td>
<td>gebía</td>
<td>gebía</td>
</tr>
<tr>
<td>λέβα</td>
<td>lebía</td>
<td>leba'í</td>
</tr>
<tr>
<td>κέρ κέρ</td>
<td>kér kér</td>
<td>kér kér</td>
</tr>
<tr>
<td>ποντέ</td>
<td>ponté</td>
<td>ponté</td>
</tr>
<tr>
<td>βόλικ</td>
<td>bólíká</td>
<td>bólíká</td>
</tr>
<tr>
<td>κόνακ</td>
<td>koník</td>
<td>koník</td>
</tr>
<tr>
<td>πότικ</td>
<td>potíká</td>
<td>potíká</td>
</tr>
<tr>
<td>δίκ</td>
<td>diká</td>
<td>diká</td>
</tr>
<tr>
<td>κρίλ</td>
<td>kríl</td>
<td>kríl</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Gen sg</th>
<th>Loc sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>kovál'</td>
<td>koval'ú</td>
<td>kovalé</td>
</tr>
<tr>
<td>γμύλ'</td>
<td>γμύλ'</td>
<td>γμýl'</td>
</tr>
<tr>
<td>κριλ'</td>
<td>κριλ'</td>
<td>κρíl'</td>
</tr>
<tr>
<td>učétal'</td>
<td>učétal'</td>
<td>učétal'</td>
</tr>
<tr>
<td>γράβομ'</td>
<td>grábo'om</td>
<td>grábo'om</td>
</tr>
<tr>
<td>ólan'</td>
<td>ólan'</td>
<td>ólan'</td>
</tr>
<tr>
<td>yac'min'</td>
<td>yac'min'</td>
<td>yac'min'</td>
</tr>
</tbody>
</table>
yásˈɪnʼy
zʼékʼı
yásən
yásən
‘ash tree’
‘son-in-law’

Declension III
Nom sg Gen sg
másʼkʼı másta ‘fat’
sʼmɜ•r̥kʼı smártə ‘death’
vʼsʼkʼı vʼlísə ‘news’
sʼlʼı sólə ‘salt’
pósʼr̥sʼkʼı póšəstə ‘epidemic’
zámʼkʼı záməstə ‘snowstorm’
skátaarʼkʼı skátaarə ‘tablecloth’
kʼisʼkʼı kóstə ‘bone’

12 Koromfe
Koromfe has two kinds of vowels, [-ATR] ı unde ə and [+ATR] i u e o a.
Provide an analysis of the alternations in the following data, which involve singular and plural forms of nouns and different tense-inflections for verbs:

<table>
<thead>
<tr>
<th>Singular</th>
<th>Plural</th>
</tr>
</thead>
<tbody>
<tr>
<td>gbôc</td>
<td>gba</td>
</tr>
<tr>
<td>hubôc</td>
<td>huba</td>
</tr>
<tr>
<td>nêbôc</td>
<td>neba</td>
</tr>
<tr>
<td>dîngre</td>
<td>dîngə</td>
</tr>
<tr>
<td>zongre</td>
<td>zongə</td>
</tr>
<tr>
<td>lângre</td>
<td>lângə</td>
</tr>
<tr>
<td>hûlûre</td>
<td>hûlûa</td>
</tr>
<tr>
<td>sekôc</td>
<td>sekə</td>
</tr>
<tr>
<td>tfre</td>
<td>tfəa</td>
</tr>
<tr>
<td>dābəcêc</td>
<td>dābəcayə</td>
</tr>
<tr>
<td>dɔɔcêc</td>
<td>dɔɔcyə</td>
</tr>
<tr>
<td>gîgaarɛc</td>
<td>gîgaarəya</td>
</tr>
<tr>
<td>pûpaarɛc</td>
<td>pûpaarəya</td>
</tr>
<tr>
<td>kōire</td>
<td>kōyə</td>
</tr>
<tr>
<td>dumde</td>
<td>dumə</td>
</tr>
<tr>
<td>hulomde</td>
<td>huloma</td>
</tr>
<tr>
<td>tɛmde</td>
<td>tɛma</td>
</tr>
<tr>
<td>logomde</td>
<td>logoma</td>
</tr>
<tr>
<td>bînde</td>
<td>biŋə</td>
</tr>
<tr>
<td>hânde</td>
<td>hâna</td>
</tr>
<tr>
<td>honde</td>
<td>honə</td>
</tr>
<tr>
<td>gẽde</td>
<td>gəŋə</td>
</tr>
<tr>
<td>zende</td>
<td>zenə</td>
</tr>
<tr>
<td>belc</td>
<td>belə</td>
</tr>
<tr>
<td>yûlc</td>
<td>yila</td>
</tr>
<tr>
<td>selle</td>
<td>selə</td>
</tr>
<tr>
<td>palle</td>
<td>pala</td>
</tr>
<tr>
<td>deŋgele</td>
<td>deŋgelə</td>
</tr>
<tr>
<td>sembele</td>
<td>sembelə</td>
</tr>
<tr>
<td>dâyəc</td>
<td>dâyə</td>
</tr>
<tr>
<td>hûnəc</td>
<td>hûnə</td>
</tr>
<tr>
<td>kănəc</td>
<td>kănə</td>
</tr>
</tbody>
</table>
Further reading
One of the main goals of many phonologists is explaining why certain phonological patterns are found in many languages, while other patterns are found in few or no languages. This chapter looks at phonological typology – the study of common versus uncommon, natural versus unnatural phonological rules, and looks at some of these commonly occurring phonological properties.
A widely invoked criterion in deciding between analyses of a language is whether the rules of one analysis are more natural, usually judged in terms of whether the rules occur more often across languages. As a prerequisite to explaining why some processes are common, uncommon, or even unattested, you need an idea of what these common patterns are, and providing this survey information is the domain of typology. While only a very small fraction of the roughly 7,000 languages spoken in the world have been studied in a way that yields useful information for phonological typology, crosslinguistic studies have revealed many recurrent patterns, which form the basis for theorizing about the reason for these patterns.

8.1 Inventories

A comparative, typological approach is often employed in the study of phonological segment inventories. It has been observed that certain kinds of segments occur in very many languages, while others occur in only a few. This observation is embodied in the study of markedness, which is the idea that not all segments or sets of segments have equal status in phonological systems. For example, many languages have the stop consonants [p t k], which are said to be unmarked, but relatively few have the uvular [q], which is said to be marked. Markedness is a comparative concept, so [q] is more marked than [k] but less marked than [ʕ]. Many languages have the voiced approximant [l], but few have the voiceless lateral fricative [ɬ] and even fewer have the voiced lateral fricative [ɮ]. Very many languages have the vowels [i e a o u]; not many have the vowels [ɯ ɨ ɛ ə ʊ ɭ].

Related to frequency of segment types across languages is the concept of implicational relation. An example of an implicational relation is that between oral and nasal vowels. Many languages have only oral vowels (Spanish, German), and many languages have both oral and nasal vowels (French, Portuguese), but no language has only nasal vowels; that is, the existence of nasal vowels implies the existence of oral vowels. All languages have voiced sonorant consonants, and some additionally have voiceless sonorants: no language has only voiceless sonorants. Or, many languages have only a voiceless series of obstruents, others have both voiced and voiceless obstruents; but none have only voiced obstruents.

The method of comparing inventories. Three methodological issues need to be born in mind when conducting such typological studies. First, determining what is more common versus less common requires a good-sized random sample of the languages of the world. However, information on phonological structure is not easily available for many of the languages of the world, and existing documentation tends to favor certain languages (for example the Indo-European languages) over other languages (those of New Guinea).

Second, it is often difficult to determine the true phonetic values of segments in a language which you do not know, so interpreting a symbol in a grammar may result in error. The consonants spelled <p t k> may in fact
be ejective [p’ t’ k’], but <p t k> are used in the spelling system because p, t, k are “more basic” segments and the author of a grammar may notate ejectives with “more basic” symbols if no plain nonejective voiceless stops exist in the language. This is the case in many Bantu languages of Southern Africa, such as Gitonga and Zulu, which contrast phonetically voiceless aspirated and ejective stops – there are no plain unaspirated voiceless stops. Therefore, the ejectives are simply written <p t k> because there is no need to distinguish [p] and [p’]. This phonetic detail is noted in some grammars, but not in all, and if you do not have experience with the language and do not read a grammar that mentions that <p> is ejective, you might not notice that these languages have no plain voiceless stops.

Third, many typological claims are statistical rather than absolute – they are statements about what happens most often, and therefore encountering a language that does not work that way does not falsify the claim. It is very difficult to refute a claim of the form “X is more common than Y,” except if a very detailed numerical study is undertaken.

**Typical inventories.** With these caveats, here are some general tendencies of phoneme inventories. In the realm of consonantal place of articulation, and using voiceless consonants to represent all obstruents at that place of articulation, the places represented by [p, t, k] are the most basic, occurring in almost all languages of the world. The next most common place would be alveopalatal; less common are uvulars, dentals, and retroflex coronals; least common are pharyngeals. All languages have a series of simple consonants lacking secondary vocalic articulations. The most common secondary articulation is rounding applied to velars, then palatalization; relatively uncommon is rounding of labial consonants; least common would be distinctive velarization or pharyngealization of consonants. Among consonants with multiple closures, labiovelars like [kp] are the most common; clicks, though rare, seem to be more common than linguolabials.

In terms of manners of consonant articulation, stops are found in all languages. Most language have at least one fricative (but many Australian languages have no fricatives), and the most common fricative is s, followed by f and š, then x, then θ and other fricatives. The most common affricates are the alveopalatals, then the other coronal affricates; p’ and k’ are noticeably less frequent. In terms of laryngeal properties of consonants, all languages have voiceless consonants (in many, the voice onset time of stops is relatively long and the voiceless stops could be considered to be phonetically aspirated). Plain voiced consonants are also common, as is a contrast between voiceless unaspirated and voiceless aspirated stops. Ejectives, implosives and breathy-voiced consonants are much less frequent. Among fricatives, voicing distinctions are not unusual, but aspiration, breathy voicing and ejection are quite marked.

Nearly all languages have at least one nasal consonant, but languages with a rich system of place contrasts among obstruents may frequently have a smaller set of contrasts among nasals. Most languages also have at least one of [r] or [l], and typically have the glides [w y]. Modal voicing is
the unmarked case for liquids, nasals and glides, with distinctive laryngealization or devoicing ~ aspiration being uncommon. Among laryngeal glides, [h] is the most common, then [ʔ], followed by the relatively infrequent [ɦ].

The optimal vowel system would seem to be [i e a o u], and while the mid vowels [e o] are considered to be more marked than the high vowels [i u] for various reasons having to do with the operation of phonological rules (context-free rules raising mid vowels to high are much more common than context-free rules lowering high vowels to mid), there are fewer languages with just the vowels [i u a] than with the full set [i u e o a]. The commonness of front rounded and back unrounded vowels is correlated with vowel height, so a number of languages have [u] and not [o], but very few have [o] and not [u]. Full exploitation of the possibilities for low back and round vowels [æ e ø a] is quite rare, but it is not hard to find languages with [i ü æ u]. As noted earlier, oral vowels are more common than nasal vowels, and modal voiced vowels are more common than creaky voiced or breathy vowels.

8.2 Segmental processes

Recurrent patterns are also found in rules themselves. We begin our typological survey of processes with segmental processes and proceed to prosodic ones. Put roughly, segmental phonology deals with how the features of one segment affect the features of another segment, and prosodic processes are those that pertain to the structure of syllables, stress, and the rhythmic structure of words, and phenomena which relate to the position of segments in a phonological string. This division of processes is at this point strictly heuristic, but research has shown that there are important representational differences between segmental, i.e. featural representations and syllabic or rhythmic representations ~ further questions regarding representations are taken up in chapter 10.

8.2.1 Assimilations

The most common phonological process in language is assimilation, where two segments become more alike by having one segment take on values for one or more features from a neighboring segment.

Vowel harmony. An example of assimilation is vowel harmony, and the archetypical example of vowel harmony is the front–back vowel harmony process of Turkish. In this language, vowels within a word are (generally) all front, or all back, and suffixes alternate according to the frontness of the preceding vowel. The genitive suffix accordingly varies between in and in, as does the vowel of the plural suffix lar ~ ler.

<table>
<thead>
<tr>
<th>(1)</th>
<th>Nom sg</th>
<th>Gen sg</th>
<th>Nom pl</th>
<th>Gen pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>ip</td>
<td>ip-in</td>
<td>ip-ler</td>
<td>ip-ler-in</td>
<td>'rope'</td>
</tr>
<tr>
<td>čikiš</td>
<td>čikiš-in</td>
<td>čikiš-lar</td>
<td>čikiš-lar-in</td>
<td>'exit'</td>
</tr>
<tr>
<td>kiz</td>
<td>kiz-in</td>
<td>kiz-lar</td>
<td>kiz-lar-in</td>
<td>'girl'</td>
</tr>
</tbody>
</table>
This process can be stated formally as (2).

\[(2) \ V \rightarrow [\alpha\text{back}] / \ V \ C_0 \_ \]
\[ [\alpha\text{back}] \]

A second kind of vowel harmony found in Turkish is rounding harmony. In Turkish, a rule assimilates any high vowel to the roundness of the preceding vowel. Consider the following data, involving stems which end in round vowels:

\[
\begin{array}{llll}
\text{Nom sg} & \text{Gen sg} & \text{Nom pl} & \text{Gen pl} \\
yüz & yüz-ün & yüz-ler & yüz-ler-in 'face' \\
pul & pul-un & pul-lar & pul-lar-in 'stamp' \\
ok & ok-un & ok-lar & ok-lar-in 'arrow' \\
son & son-un & son-lar & son-lar-in 'end' \\
köy & köy-un & köy-lar & köy-ler-in 'village'
\end{array}
\]

The genitive suffix which has a high vowel becomes rounded when the preceding vowel is round, but the plural suffix which has a nonhigh vowel does not assimilate in roundness. Thus the data in (3) can be accounted for by the following rule.

\[(4) \ V \rightarrow [\text{around}] / \ V \ C_0 \_ \]
\[ [+\text{high}] \ [\text{around}] \]

A problem that arises in many vowel harmony systems is that it is difficult if not impossible to be certain what the underlying vowel of the suffix is. For the plural suffix, we can surmise that the underlying vowel is nonround, since it is never phonetically round, so the most probable hypotheses are /a/ or /e/. For the genitive suffix, any of /i, ü, u/ would be plausible, since from any of these vowels, the correct output will result by applying these rules.

It is sometimes assumed that, if all other factors are the same for selecting between competing hypotheses about the underlying form, a less marked (crosslinguistically frequent) segment should be selected over a more marked segment. By that reasoning, you might narrow the choice to /i, u/ since /i, ü/ are significantly more marked that /i, u/. The same reasoning might lead you to specifically conclude that alternating high vowels are /i/, on the assumption that /i/ is less marked that /u/. However, that conclusion regarding markedness is not certain. The validity of invoking segmental markedness for choosing underlying forms is a theoretical assumption, and does not have clear empirical support. A further solution to the problem of picking between underlying forms is that [+high] suffix
vowels are not specified for backness or roundness, and thus could be represented with the symbol /i/, which is not an actual and pronounceable vowel, but represents a so-called archiphoneme having the properties of being a vowel and being high, but being indeterminate for the properties [round] and [back]. There are a number of theoretical issues which surround the possibility of having partially specified segments, which we will not go into here.

Mongolian also has rounding harmony: in this language, only nonhigh vowels undergo the assimilation, and only nonhigh vowels trigger the process.

\[(5) \text{ Nominative } \text{ Instrumental } \text{ Accusative} \]
\[
\begin{align*}
del : & \quad del:-e:r & \quad del:-i:g & \quad \text{‘coat’} \\
gal : & \quad gal-a:r & \quad gal-i:g & \quad \text{‘fire’} \\
dü: & \quad dü:-g:e:r & \quad dü:-g & \quad \text{‘younger brother’} \\
nöxör & \quad nöxör-o:r & \quad nöxör-i:g & \quad \text{‘comrade’} \\
doro: & \quad doro:-go:r & \quad doro:-g & \quad \text{‘stirrup’} \\
\end{align*}
\]

This rule can be formulated as in (6).

\[(6) \quad V \rightarrow [\text{around}] / V \quad C_o \quad _\text{ord} \]

\[
\begin{bmatrix}
-hi \\
\end{bmatrix}
\]

Typological research has revealed a considerable range of variation in the conditions that can be put on a rounding harmony rule. In Sakha, high vowels assimilate in roundness to round high and nonhigh vowels (cf. aya-lii ‘father (associative),’ sep-tiin ‘tool (associative)’ vs. oyo-loon ‘child (associative),’ börö-lii ‘wolf (associative),’ tünnük-tüün ‘window (associative)’), but nonround vowels only assimilate in roundness to a preceding nonhigh vowel (cf. aya-lar ‘fathers,’ sep-ter ‘tools,’ tünnük-ter ‘windows,’ kustar ‘ducks’ vs. oyo-lor ‘children,’ börö-lör ‘wolves’). As seen in chapter 7, in Yawelmani, vowels assimilate rounding from a preceding vowel of the same height (thus, high vowels assimilate to high vowels, low vowels assimilate to low vowels). As seen in (7), Kirghiz vowels generally assimilate in roundness to any preceding vowel except that a nonhigh vowel does not assimilate to a back high round vowel (though it will assimilate rounding from a front high round vowel).

\[(7) \quad \text{Accusative } \quad \text{Dative} \]
\[
\begin{align*}
taš-ti & \quad taš-ka & \quad \text{‘stone’} \\
iš-ti & \quad iš-ke & \quad \text{‘job’} \\
uč-tu & \quad uč-ka & \quad \text{‘tip’} \\
konok-tu & \quad konok-ko & \quad \text{‘guest’} \\
köz-tu & \quad koz-gö & \quad \text{‘eye’} \\
tüy-tü & \quad üy-gö & \quad \text{‘house’} \\
\end{align*}
\]
This survey raises the question whether you might find a language where roundness harmony only takes place between vowels of different heights rather than the same height, as we have seen. Although such examples are not known to exist, we must be cautious about inferring too much from that fact, since the vast majority of languages with rounding harmony are members of the Altaic language family (e.g. Mongolian, Kirghiz, Turkish, Sakha). The existence of these kinds of rounding harmony means that phonological theory must provide the tools to describe them: what we do not know is whether other types of rounding harmony, not found in Altaic, also exist. Nor is it safe, given our limited database on variation within rounding harmony systems, to make very strong pronouncements about what constitutes “common” versus “rare” patterns of rounding harmony.

Another type of vowel harmony is vowel-height harmony. Such harmony exists in Kuria, where the tense mid vowels $e, o$ become $i, u$ before a high vowel. Consider (8), illustrating variations in noun prefixes ($omo \sim umu; eme \sim imi; eke \sim ege \sim ikí \sim igi; ogo \sim ugu$) conditioned by the vowel to the right:

(8) omo-ó nto ‘person’ omo-sáá cá ‘male’
omo-té ‘tree’ omo-góóndo ‘plowed field’
umu-ríisyá ‘boy’ umu-múra ‘young man’
eme-té ‘trees’ imi-sí ‘sugar canes’
ege-sáka ‘stream’ ege-té ‘chair’
egeé-nto ‘thing’ igi-túúmbé ‘stool’
iki-rúú ñgúuri ‘soft porridge’ iki-múún ‘deer’
ogo-gábo ‘huge basket’ ogo-tábo ‘huge book’
ogo-sééndáno ‘huge needle’ ogo-géna ‘huge stone’
ugu-síri ‘huge rope’

These examples show that tense mid vowels appear before the low vowel $a$ and the tense and lax mid vowels $e, e, o, õ$, which are $[-\text{high}]$, and high vowels appear before high vowels, so based just on the phonetic environment where each variant appears, we cannot decide what the underlying value of the prefix is, $[-\text{high}]$ or $[+\text{high}]$. Additional data show that the prefixes must underlyingly contain mid vowels: there are also prefixes which contain invariantly $[+\text{high}]$ vowels.

(9) iri-tóó-ké ‘banana’ iri-kééndó ‘date fruit’
iri-hííndi ‘corn cob’ iri-tóro ‘buttock’
ibi-góóndo ‘small fields’ ibi-gááte ‘small breads’
ibi-gúrúbe ‘small pigs’ ibi-té ‘chairs’
ići-seéésé ‘dog’ ići-ñáámwi ‘cat’
ići-ñómbé ‘cow’ ići-ñgúrúbe ‘pig’

Thus the alternations in (8) can be described with the rule (10).

(10) $\text{V} \rightarrow [+\text{tense}] / C_{0} \text{V}$

$[+\text{tense}] \rightarrow [+\text{high}]$
Another variety of vowel-height harmony is complete height harmony, an example of which is found in Kimatuumbi. This language distinguishes four phonological vowel heights, exemplified by the vowels \( a \), \( \varepsilon \), \( \iota \) and \( i \). The vowels of the passive suffix -ilw- and the causative suffix -iy- assimilate completely to the height of the preceding nonlow vowel \( \varepsilon \), \( \iota \) and \( i \).

This process involves the complete assimilation of suffix vowels to the values of \([hj\ ]\) and \([\text{tense}]\) (or \([\text{ATR}]\)) from the preceding nonlow vowel. Since the low vowel \( a \) does not trigger assimilation, the context after \( a \) reveals the underlying nature of harmonizing vowels, which we can see are high and tense. The following rule will account for the harmonic alternations in (11).

\[
\begin{align*}
V_{\text{low}} & \rightarrow \begin{bmatrix} \text{ahigh} \\ \beta_{\text{tense}} \end{bmatrix} \begin{bmatrix} \text{low} \\ \text{ahigh} \\ \beta_{\text{tense}} \end{bmatrix} C_0, \\
\end{align*}
\]

Akan exemplifies a type of vowel harmony which is common especially among the languages of Africa, which is assimilation of the feature ATR. In Akan, vowels within the word all agree in their value for [ATR]. In (13a) the prefix vowels are \( [+\text{ATR}] \) before the \( [+\text{ATR}] \) vowel of the word for ‘eat’ and \( [-\text{ATR}] \) before the \( [-\text{ATR}] \) vowel of ‘be called’; (13b) shows this same harmony affecting other tense-aspect prefixes.

\[
\begin{align*}
\text{a.} & \quad \text{‘eat’} & \quad \text{‘be called’} \\
1\text{sg} & \quad \text{mi-di} & \quad \text{mi-dt} \\
2\text{sg} & \quad \text{wu-di} & \quad \text{wo-di} \\
3\text{sg} & \quad \text{o-di} & \quad \triangledown \text{dt} \\
1\text{pl} & \quad \text{ye-di} & \quad \text{ye-di} \\
2\text{pl} & \quad \text{mu-di} & \quad \text{mu-di} \\
3\text{pl} & \quad \text{wo-di} & \quad \triangledown \text{dt} \\
\end{align*}
\]
Vowel nasalization is also a common assimilatory process affecting vowels, and can be seen in the data of (14) from Gâ. These data illustrate nasalization affecting the plural suffix, which is underlyingly /i/ and assimilates nasality from the immediately preceding vowel.

(14) mlɛɛbo mlɛɛbo-i ‘liver’
nåne nåne-i ‘leg’
čɛɛsi čɛɛsi-i ‘plate’
akplɔ akplɔ-i ‘spear’
gbe gbe-i ‘path’
mì mì-i ‘drum’
sè sè-i ‘throat’
tù tù-i ‘gun’
ŋmɔŋ ŋmɔŋ-i ‘farm’
lemà lemà-i ‘ax’

Another kind of vowel harmony, one affecting multiple features, is sometimes termed “place harmony,” an example of which comes from Efik. In Efik, the prefix vowel /ɛ/ (but not /e/) becomes [a] before [a], [ɔ] before [ɔ], [ɛ] before [ɛ], [e] before [e] and [i], and [o] before [o] and [u].

(15) 3sg 3pl
 e-di e-di ‘come’
ɛ-beri e-beri ‘shut’
 a-kaŋ e-kaŋ ‘deny’
ɔ-bɔ e-bɔ ‘take’
 o-kop e-kop ‘hear’
o-kut e-kut ‘see’

This process involves assimilation of all features from the following vowel, except the feature [high].

Finally, complete vowel harmony, where one vowel takes on all features from a neighboring vowel, is found in some languages such as Kolami. This language has a rule of vowel epenthesis which breaks up final
consonant clusters and medial clusters of more than two consonants. The inserted vowel harmonizes with the preceding vowel.

\[(17) \quad \text{Stem} \quad 1\text{sg pres} \quad 1\text{sg past} \quad \text{Imperative} \\
\text{/tum/} \quad \text{tum-atun} \quad \text{tum-tan} \quad \text{tum} \quad \text{‘sneeze’} \\
\text{/agul/} \quad \text{agul-atun} \quad \text{agul-tan} \quad \text{agul} \quad \text{‘dig’} \\
\text{/dakap/} \quad \text{dakap-atun} \quad \text{dakap-tan} \quad \text{dakap} \quad \text{‘push’} \\
\text{/katk/} \quad \text{katk-atun} \quad \text{katak-tan} \quad \text{katak} \quad \text{‘strike’} \\
\text{/melg/} \quad \text{melg-atun} \quad \text{meleg-tan} \quad \text{meleg} \quad \text{‘shake’} \\
\text{/kink/} \quad \text{kink-atun} \quad \text{kinik-tan} \quad \text{kinik} \quad \text{‘break’} \]

Another example of complete vowel harmony is seen in the following examples of the causative prefix of Klamath, whose vowel completely assimilates to the following vowel.

\[(18) \quad \text{sna-batgal} \quad \text{‘gets someone up from bed’} \\
\text{sne-l’e:ml’ema} \quad \text{‘makes someone dizzy’} \\
\text{sno-bostgi} \quad \text{‘causes something to turn black’} \\
\text{sni-nklik’a} \quad \text{‘makes dusty’} \]

Complete harmony is unlikely to ever be completely general – all of these examples are restricted in application to specific contexts, such as epenthetic vowels as in Kolami, or vowels of specific affixal morphemes as in Klamath. Another context where total harmony is common is between vowels separated only by laryngeal glides $h$ and $ʔ$, a phenomenon referred to as translaryngeal harmony, as illustrated in Nenets by the alternation in the locative forms to-hona ‘lake,’ pi-hina ‘street,’ p’a-hana ‘tree,’ pe-hena ‘stone,’ tu-huna ‘fire.’ The consequences of a completely unrestricted vowel harmony would be rather drastic – any word could only have one kind of vowel in it, were such a rule to be totally general.

**Consonant assimilations.** One of the most common processes affecting consonants is the assimilation of a nasal to the place of articulation of a following consonant. An example of this process comes from Kimatuumbi, seen in (19), where the plural prefix /ñ/ takes on the place of assimilation of the following consonant.

\[(19) \quad \text{Singular} \quad  \quad \text{Plural} \\
\text{lwímo} \quad \text{ñímo} \quad \text{‘land being weeded’} \\
\text{lwaámbo} \quad \text{ñaámbo} \quad \text{‘bead’} \\
\text{lweêmbe} \quad \text{ñeêmbe} \quad \text{‘shaving knife’} \\
\text{lugolóká} \quad \text{ŋgolóká} \quad \text{‘straight’} \\
\text{lubáu} \quad \text{mbáu} \quad \text{‘rib’} \\
\text{lujiŋgyá} \quad \text{ñjiŋgyá} \quad \text{‘entered’} \\
\text{lulaála} \quad \text{ndaála} \quad \text{‘pepper’} \\
\text{lupaláaí} \quad \text{mbaláaí} \quad \text{‘bald head’} \\
\text{luteélá} \quad \text{ndeelá} \quad \text{‘piece of wood’} \\
\text{lučvičwi} \quad \text{ñjwičwi} \quad \text{‘tomato’} \\
\text{lukíligo} \quad \text{ŋgiligo} \quad \text{‘place for initiates’} \\
\text{lukíli} \quad \text{ŋgilí} \quad \text{‘palm’} \]
Place assimilation of nasals in Kimatuumbi affects all nasals, so the data in (20a) illustrate assimilation of preconsonantal /ŋ/ resulting from an optional vowel deletion rule, and (20b) illustrates assimilation of /m/.

(20) a. ni-bálaangite m-bálaangite ‘I counted’
i-jiingiile n-jiingiile ‘I entered’
i-góonjite ñ-góonjite ‘I slept’

b. mu-páalite m-páalite ‘you (pl) wanted’
mu-téliike n-téliike ‘you (pl) cooked’
mu-čáawiile ñ-čáawiile ‘you (pl) ground’
mu-kátite ñ-kátite ‘you (pl) cut’

Sometimes, a language with place assimilation of nasals will restrict the process to a specific place of articulation. For instance, Chukchi assimilates ŋ to a following consonant, but does not assimilate n or m. Thus the stem téŋ ‘good’ retains underlying ŋ before a vowel, and otherwise assimilates to the following consonant: however, as the last two examples show, n and m do not assimilate to a following consonant.

(21) te-ŋə/te’ntedʔ-ən ‘good’
tam-waγyaγ-ən ‘good life’
tam-pera-k ‘to look good’
tan-čotčot ‘good pillow’
tan-šomŋəl ‘good story’
tan-rqarq ‘good breastband’
nə-mkə-kin ‘often’
γa-n-pera-w-ʔen ‘decorated’

A common assimilation affecting consonants after nasals is postvocalic voicing, illustrated by Kimatuumbi in (22). The data in (22a) illustrate voicing of an underlyingly voiceless consonant at the beginning of a stem after the prefix ń. The data in (22b) show voicing of a consonant in a verb after the reduced form of the subject prefix ni. In these examples, the vowel /i/ in the prefix optionally deletes, and when it does, it voices an initial stop.

(22) a. 

<table>
<thead>
<tr>
<th></th>
<th>Singular</th>
<th>Plural</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lu-paláaí</td>
<td>m-baláaí</td>
<td>‘bald head’</td>
</tr>
<tr>
<td></td>
<td>lu-čwičwi</td>
<td>n-jiwičwi</td>
<td>‘tomato plant’</td>
</tr>
<tr>
<td></td>
<td>lu-téelá</td>
<td>n-deelá</td>
<td>‘piece of wood’</td>
</tr>
<tr>
<td></td>
<td>lu-kíligo</td>
<td>ñ-gilígo</td>
<td>‘initiate’s place’</td>
</tr>
<tr>
<td></td>
<td>lu-temá.á</td>
<td>n-demá.á</td>
<td>‘chopped’</td>
</tr>
<tr>
<td></td>
<td>lu-čpičá</td>
<td>ñ-japičá</td>
<td>‘clean’</td>
</tr>
</tbody>
</table>

b. 1sg past

<table>
<thead>
<tr>
<th></th>
<th></th>
<th>Optional pronunciation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ni-páalite</td>
<td>m-báalite</td>
<td>‘I wanted (recent)’</td>
</tr>
<tr>
<td>ni-téliike</td>
<td>n-déliike</td>
<td>‘I cooked (recent)’</td>
</tr>
<tr>
<td>ni-čónite</td>
<td>n-jónite</td>
<td>‘I sewed (recent)’</td>
</tr>
<tr>
<td>ni-kóbiile</td>
<td>ñ-góbiile</td>
<td>‘I hit on legs (recent)’</td>
</tr>
</tbody>
</table>
Stop consonants frequently nasalize before nasal consonants, and an example of this process is found in Korean. The examples in (23a) are stems with final nasal consonants; those in (23b) have oral consonants, revealed before the infinitive suffix \(a \sim a\), and undergo nasalization of that consonant before the past-tense suffix \(-n\)inta.

(23)  

\[
\begin{array}{lll}
\text{Infinitive} & \text{Past} \\
\hline
\text{a.} & \text{an-a} & \text{an-n}inta \quad \text{‘hug’} \\
& \text{t’atim-}a & \text{t’atim-n}inta \quad \text{‘trim’} \\
& \text{nam-}a & \text{nam-n}inta \quad \text{‘overflow’} \\
& \text{čʰam-}a & \text{čʰam-n}inta \quad \text{‘endure’} \\
\text{b.} & \text{ip-}a & \text{im-n}inta \quad \text{‘wear’} \\
& \text{tat-}a & \text{tan-n}inta \quad \text{‘close’} \\
& \text{putʰ}a & \text{pun-n}inta \quad \text{‘adhere’} \\
& \text{čočʰ}a & \text{čon-n}inta \quad \text{‘follow’} \\
& \text{mək-}a & \text{məŋ-n}inta \quad \text{‘eat’} \\
& \text{tak-}a & \text{taŋ-n}inta \quad \text{‘polish’} \\
& \text{ik-}a & \text{ih-n}inta \quad \text{‘ripen’} \\
\end{array}
\]

Kimatuumbi presents the mirror-image process, of postnasal nasalization (this process is only triggered by nasals which are moraic in the intermediate representation). On the left in (24a), the underlying consonant is revealed when a vowel-final noun-class prefix stands before the stem, and on the right a nasal prefix stands before the stem, causing the initial consonant to become nasalized. In (24b), nasalization applies to the example in the second column, which undergoes an optional rule deleting the vowel \(u\) from the prefix /mu/.

(24)  

\[
\begin{array}{lll}
\text{a.} & \text{a-baánda} & \text{‘slaves’} \\
& \text{a-láalo} & \text{‘fools’} \\
& \text{a-gündumúyi} & \text{‘scarers’} \\
& \text{mi-bútúka} & \text{‘cars’} \\
& \text{mi-dálaánzi} & \text{‘bitter oranges’} \\
& \text{mi-lipú} & \text{‘trees (sp.)’} \\
& \text{mi-gúunda} & \text{‘fields’} \\
\text{b.} & \text{mu-buundíke} & \text{‘you should store’} \\
& \text{mu-laabúke} & \text{‘you should breakfast’} \\
& \text{mu-jiiŋgi} & \text{‘you should enter’} \\
\end{array}
\]

Many languages have a process of voicing assimilation, especially in clusters of obstruents which must agree in voicing. Most often, obstruents assimilate regressively to the last obstruent in the cluster. For example, in Sanskrit a stem-final consonant reveals its underlying voicing when the following affix begins with a sonorant, but assimilates in voicing to a following obstruent.

(25)  

\[
\begin{array}{lll}
\text{krṇt-mas} & \text{bʰind-mas} & \text{1pl indicative active} \\
\text{krṇt-e} & \text{bʰind-e} & \text{1sg indicative middle} \\
\text{krṇt-tʰa} & \text{bʰint-tʰa} & \text{2pl indicative active} \\
\end{array}
\]
Other languages with regressive voicing assimilation are Hungarian and Russian.

Progressive voicing harmony is also possible, though less common than regressive voicing. One example of progressive assimilation is found in Norwegian. The (regular) past-tense suffix is -te, and shows up as such when attached to a stem ending in a sonorant or voiceless consonant, but after a voiced obstruent, the suffix appears as -de.

(26) smil-e smil-te 'smile' svøm-e svøm-te 'swim'
    hør-e hør-te ‘heard’ lon-e lon-te ‘borrow’
    les-e les-te ‘read’ spis-e spis-te ‘eat’
    reis-e reis-te ‘travel’ çøp-e çøp-te ‘buy’
    tenke tenk-te ‘think’ behøv-e behøv-de ‘belong’
    lev-e lev-de ‘lived’ prøv-e prøv-de ‘try’
    bygg-e bygg-de ‘build’ hugg-e hugg-de ‘chop’
    gnag-e gnag-de ‘gnaw’ krev-e krev-de ‘request’
    sag-e sag-de ‘saw’ plag-e plag-de ‘afflict’

Another example of progressive voicing harmony is found in Evenki, where an underlyingly voiced suffix-initial consonant becomes devoiced after a voiceless obstruent: this is illustrated below with the accusative case suffix /ba/.

(27) asi:-ba ‘woman’ ṃami:-ba ‘female deer’
    palatka-ba ‘tent’ tolgolki:l-ba ‘sleds’
    ber-be ‘onion’ huna:t-pa ‘girl’
    det-pe ‘tundra’ mit-pe ‘1pl inclusive’

Complete assimilation of a consonant to a following consonant is found in Arabic. In the data of (28) from the Syrian dialect, the consonant /l/ of the definite article assimilates completely to a following coronal consonant. Examples in (a) show nonassimilation when the following consonant is non-coronal, and those in (b) provide stems that begin with coronal consonants.

(28) | Indefinite | Definite | Indefinite | Definite |
    |          |          |            |          |
    a. hawa | lhawa | ‘air’ | ba:red | lba:red | ‘cold’
    ṭa:de | lṭa:de | ‘black’ | madine | lmadine | ‘city’
    waḥš | lwaḥš | ‘beast’ | yaʔs | lyʔs | ‘despair’
    kalb | lkalb | ‘dog’ | xadd | lxadd | ‘cheek’
    fayy | lfayy | ‘shadow’ | γada | lγada | ‘lunch’
    b. s’aff | s’ʕaff | ‘row’ | ta:let | tta:let | ‘third’
    txat | ttxat | ‘bed’ | raʔbe | rraʔbe | ‘neck’
    nadə | nnadə | ‘dew’ | life | llife | ‘loofah’
Consonants are also often susceptible to assimilation of features from a neighboring vowel, especially place features of a following vowel. One process is palatalization, found in Russian. A consonant followed by a front vowel takes on a palatal secondary articulation from the vowel, as the following data show.

(29) vkus ‘taste’ vkus-en ‘tasty’
    um ‘intellect’ um-en ‘clever’
    golod /d/ ‘hunger’ golod-en ‘hungry’
    stol ‘table’ stol-e ‘table (loc)’
    guba ‘lip’ gub-e ‘lip (loc)’
    mesto ‘place’ mest-e ‘place (loc)’
    glub-ok ‘deep’ glub-in ‘depth’
    ton-ok ‘thin’ ton-in ‘thinness’
    vor ‘thief’ vor-iska ‘thief (pejorative)’
    dom ‘house’ dom-iska ‘house (pejorative)’
    gorot /d/ ‘town’ gorod-iska ‘town (pejorative)’

A second kind of palatalization is found in many languages, where typically velar but in some languages also alveolar consonants become alveopalatals: to avoid confusion with the preceding type of palatalization as secondary articulation, this latter process is often referred to as coronalization. This process is found in Russian: it is triggered by some derivational suffixes with front vowels, but not all suffixes.

(30) druk/g/ ‘friend’ druž-it ‘to be friends with’
    muka ‘torment’ muč-it ‘to torment’
    grex ‘sin’ greš-it ‘to sin’
    strok/g/ ‘strict’ strož-e ‘stricter’
    dik ‘wild’ diž-e ‘wild’
    sux ‘dry’ suš-e ‘stricter’
    krut ‘steep’ kruž-e ‘steeper’
    gad-ok ‘foul’ gaž-e ‘fouler’
    vis-ok ‘tall’ viš-e ‘taller’
    niz-ok ‘low’ niž-e ‘lower’

Another common vowel-to-consonant effect is affrication of coronal obstruents before high vowels. An example of this is found in Japanese, where /t/ becomes [tʃ] before [u] and [e] before [i].

(31) Neg (32) Pro Inf Vol
    mat-anai mat-ebra mat-u mač-ebra ‘wait’
    tat-anai tat-ebra tat-u tač-ebra ‘stand’
    kat-anai kat-ebra kat-u kač-ebra ‘win’

The alveopalatal fricatives š, ž are not phonetically palatalizable in Russian, whereas the alveopalatal affricate is always palatalized.
Outside of the domain of assimilations in place of articulation, the most common segmental interaction between consonants and vowels (or, sometimes, other sonorants) is **lenition** or **weakening**. Typical examples of lenition involve either the voicing of voiceless stops, or the voicing and spirantization of stops: the conditioning context is a preceding vowel, sometimes a preceding and following vowel. An example of the spirantization type of lenition is found in Spanish, where the voiced stops /b, d, g/ become voiced spirants [β, δ, γ] after vocoids.

An example of combined voicing and spirantization is found in Tibetan, where voiceless noncoronal stops become voiced spirants between vowels.

In some cases, the result of lenition is a glide, so in Axininca Campa, stem-initial /k, p/ become [y, w] after a vowel.

The converse process, whereby spirants, sonorants, or glides become obstruent stops after consonants, is also found in a number of languages – this process is generally referred to as **hardening**. In Kimatuumbi, sonorants become voiced stops after a nasal. The data in (35) illustrate this phenomenon with the alternation in stem-initial consonant found between the singular and plural.

Another context where hardening is common is when the consonant is geminate. One example is found in Fula, where geminate spirants become
stops. In (36), plural forms have a medial geminate (this derives by an
assimilation to a following /d/, so that [cabbi] derives from /caw-d/ via the
intermediate stage cawwi).

(36)   **Plural**    **Diminutive singular**
   čabbi čawel ‘stick’
   lebbi lewel ‘month’
   pobbi powel ‘hyena’
   ṭebbe newel ‘bean’
   leppi lefel ‘ribbon’
   koppi kofel ‘ear’
   čoppi čofel ‘chick’

Geminate hardening also occurs in Luganda. In the data of (37), the sin-
gular form of nouns in this particular class is formed by geminating the
initial consonant: the underlying consonant is revealed in the plural.

(37)   **Singular**    **Plural**
   ggi ma-gi ‘egg’
   ddaala ma-daala ‘ladder’
   jjuba ma-yuba ‘dove’
   gg waanga ma-waanga ‘nation’
   ddaanga ma-laanga ‘lily’

In this language, only sonorants harden to stops.

(38)   **Singular**    **Plural**
   ffumu ma-fumu ‘spear’
   ffuumbe ma-fuumbe ‘civet’
   ssaanja ma-saanja ‘dry plaintain leaf’
   zzike ma-zike ‘chimpanzee’
   zziga ma-ziga ‘tear’
   viivi ma-viivi ‘knee’

8.2.2 Dissimilation

Less common in the languages of the world are processes of dissimilation,
whereby one of two similar consonants changes to become less like the
other. An example of such a process is lateral dissimilation found in
Sundanese. In this language, the plural is formed by infixing -ar- after the
initial consonant, as seen in (39a). When another r follows within the
stem, the r of the infix dissimilates to l.

(39)   **Singular**    **Plural**
   a. kusut k-ar-usut ‘messy’
   poho p-ar-oho ‘forget’
   gotol g-ar-atol ‘diligent’
   ṭoplok ṭ-ar-oplok ‘flop down’
   ṭuliati ṭ-ar-uliat ‘stretch’
tuwaŋ  t-ar-uwaŋ  ‘eat’
masak  m-ar-asak  ‘cook’
b.  ŋirit  ŋ-al-irit  ‘cut’
nugar  n-al-ugar  ‘dig up’
combrek  c-al-ombrek  ‘cold’
bocor  b-al-ocor  ‘leaking’
bįñhar  b-al-įñhar  ‘rich’
hormat  h-al-ormat  ‘respect’

A similar process affects the adjectival suffix -a:lis in Latin, where /l/ dissimilates to [r] if the preceding stem contains another /l/.

(40) nava:lis  ‘naval’  episcopa:lis  ‘episcopal’
sola:ris  ‘solar’  milita:ris  ‘military’
lupana:ris  ‘whorish’

Dissimilation of aspiration is attested in other languages such as Manipuri. In (41), the first consonant of the directional suffixes -tʰok and -kʰat deaspirates if preceded by another aspirate or h (and if the immediately preceding segment is a vowel or sonorant, the consonant becomes voiced).

(41) pi-tʰok  ‘give out’  pi-kʰat  ‘give upwards’
cat-tʰok  ‘go out’  cat-kʰat  ‘go upwards’
kʰiktok  ‘sprinkle out’  kʰikkat  ‘sprinkle upwards’
hut-tok  ‘bore out’  hut-kat  ‘bore upwards’
kʰoy-dok  ‘trim out’  kʰoy-gat  ‘trim upwards’
tʰin-dok  ‘pierce out’  tʰin-gat  ‘pierce upwards’

Many Bantu languages such as Kuria have a voicing dissimilation process whereby k becomes g when the following syllable has a voiceless consonant (excluding h). This results in alternations in the form of the infinitive prefix which is underlingly /oko/, as well as the second-singular object prefix /ko/ and the (diminutive) object prefix /ka/. The data in (42a) motivate the underlying prefix /oko/ and (42b) shows application of dissimilation to the prefix. (42c) shows the object prefixes /ko/ and /ka/ which also dissimilate, and (42d) shows the contrasting prefixes /go/ and /ga/ which have underlyingly voiced consonants, and do not assimilate.

(42) a.  oko-réma  ‘to cultivate’  uku-ńáhaaréka  ‘to be hurt’
uku-miñoongóra  ‘to crush’  uku-gíngirá  ‘to shave’
oko-góóga  ‘to slaughter’  uku-búna  ‘to break’
oko-bócha  ‘to vomit’  oko-hóóra  ‘to thresh’

b.  ogo-táángá  ‘to begin’  ugu-túuíhá  ‘to be blunt’
ugu-súraangá  ‘to sing praise’  ogo-seéná  ‘to winnow’
ugu-kýá  ‘to dawn’  ogo-kéña  ‘to run’
c. ogo-kó-bárä  ‘to count you sg’
     uku-gú-súraáŋga  ‘to praise you sg’
     ogo-ká-bárä  ‘to count it’
     oko-gá-súraáŋga  ‘to praise it’

d. oko-gó-bárä  ‘to count it’
     uku-gú-súraáŋga  ‘to praise it’
     ogo-gá-bárä  ‘to count them’
    oko-gá-súraáŋga  ‘to praise them’

The language Chukchi has a number of dissimilatory processes. One of
these dissimilates nasality, by changing ŋ to / before a nasal.

(43) taraŋ-ə  ‘build a dwelling’
     nə-taraŋ-/more  ‘we built a dwelling’
     matləŋ-ə  ‘five’
     matləŋ-/more  ‘we five’
     enawrəŋ-ək  ‘to give as a gift’
     enawrəŋ-/more  ‘he gave it’
     petʔiŋ-ə  ‘cold’
     petʔiŋ-/moreŋqey  ‘boy with a cold’

A second dissimilation in the language changes the first in a sequence
of identical fricatives to a stop.

(44) meniŋ  ‘cloth’
     atləŋ-ə  ‘father’
     rəŋ-ə  ‘wool’
     yeyeṯəŋ-ək  ‘to live’
     əŋ-əntəl-ək  ‘tell stories’
     əŋ-əntəl-ək  ‘told stories’
     əŋ-əntəl-ək  ‘woman’
     əŋ-əntəl-ək  ‘woman’s sewing’
     əŋ-əntəl-ək  ‘to wash’
     əŋ-əntəl-ək  ‘he washed’

An important feature of this rule is that only homorganic clusters dissim-
illate. Other combinations, such as ŋ, ə, or ə remain unchanged.

(45) kətəŋat-ək  ‘blow’
     əŋ-əntəl-ək  ‘decorated’
     əŋ-əntəl-ək  ‘wolf mouse’

Finally, the glide ə dissimilates to γ before a coronal consonant.

(46) wʔey-ək  ‘grass’
     əŋ-əntəl-ək  ‘grasses’
     əŋ-əntəl-ək  ‘big boy’
     əŋ-əntəl-ək  ‘to make tea’
     əŋ-əntəl-ək  ‘truth’
     əŋ-əntəl-ək  ‘young seagull’

Dissimilation between vowels is also found in languages. One case
comes from Woleiaian, where the low back vowel /a/ becomes [e] before
the low back vowels /a/ and /ə/. This process affects the causative prefix
/ga/, seen below.

(47) ga-repa  ‘approach it’
     ga-beši  ‘heat it’
     ga-siwe  ‘make it stand’
     ga-sere  ‘make it hit’
In Wintu, the vowels /e, o/ become [i, u] before /a/ by a similar kind of dissimilation.

Examples of low vowel dissimilating to nonlow vowels before low vowels are also found in Kera and Southern Russian. Interestingly, most examples of dissimilation between vowels are precisely of this nature: we do not seem to find cases of high vowels dissimilating to nonhigh near other high vowels.

8.2.3 Other segmental processes

There are other segmental processes which do not neatly fit into the category of assimilation or dissimilation. One such example is neutralization, whereby a phonetic contrast is deleted in some context, which consonants are particularly susceptible to. One case is the neutralization of laryngeal contrasts in consonants at the end of the syllable, as exemplified by Korean.

Another kind of neutralization is place neutralization, which can be exemplified by Saami. Saami restricts word-final consonants to the set t, n, r, l, s, š, i.e. the voiceless coronal nonaffricates. The data in (50) show that noun stems can end in an array of consonants, as revealed by the esseive form of the noun which takes the suffix -i(ın), but in the nominative, which has no suffix, all places of articulation are neutralized to coronal.
It is interesting that Saami also neutralizes laryngeal contrasts finally, so voiced stops become voiceless: it is unknown whether a language may exhibit neutralization of place contrasts without also having neutralization of laryngeal contrasts.

### 8.3 Prosodically based processes

A second major class of phonological processes can be termed “prosodically motivated processes.” Such processes have an effect on the structure of the syllable (or higher prosodic units such as the “foot”), usually by inserting or deleting a consonant, or changing the status of a segment from vowel to consonant or vice versa.

**Vowel sequences.** A very common set of prosodic processes is the class of processes which eliminate V+/V sequences. Many languages disallow sequences of vowels, and when such sequences would arise by the combination of morphemes, one of the vowels is often changed. One of the most common such changes is glide formation, whereby a high vowel becomes a glide before another vowel. Quite often, this process is accompanied with a lengthening of the surviving vowel, a phenomenon known as compensatory lengthening. For example, in Kimatuumbi, high vowels become glides before other vowels, as shown by the data in (51). The examples on the left show that the noun prefixes have underlying vowels, and those on the right illustrate application of glide formation.

(51)  
<table>
<thead>
<tr>
<th>(50) Nominative sg</th>
<th>Essive</th>
<th>(51)</th>
</tr>
</thead>
<tbody>
<tr>
<td>oahpis</td>
<td>oahpis-in</td>
<td>mi-kaáte</td>
</tr>
<tr>
<td>čoarvuš</td>
<td>čoarvuš-in</td>
<td>ly-oowá</td>
</tr>
<tr>
<td>gahpir</td>
<td>gahpir-in</td>
<td>ky-uúlá</td>
</tr>
<tr>
<td>heevemeahhtun</td>
<td>heevemeahhtun-in</td>
<td>y-uúlá</td>
</tr>
<tr>
<td>varit</td>
<td>varih-in</td>
<td>lw-aaté</td>
</tr>
<tr>
<td>čuoivvat</td>
<td>čuoivvag-in</td>
<td>kw-iisíwá</td>
</tr>
<tr>
<td>ahhkut</td>
<td>ahhkub-in</td>
<td>mu-kikálaango</td>
</tr>
<tr>
<td>lottaaš</td>
<td>lottaaaj-in</td>
<td>‘loaves’</td>
</tr>
<tr>
<td>suohkat</td>
<td>suohka-d-in</td>
<td>‘fries’</td>
</tr>
<tr>
<td>jaa?min</td>
<td>jaa?mim-in</td>
<td>‘beehive’</td>
</tr>
</tbody>
</table>

Although the stem-initial vowel is long on the surface in these examples, underlyingly the vowel is short, as shown when the stem has no prefix or
when the prefix vowel is a. Thus, compare ka-ótó ‘little fire,’ ma-owá ‘beehives,’ ka-úlá ‘little frog,’ até ‘banana hands,’ ipokó ‘rats.’

Vowel sequences can also be eliminated by coalescing the two vowels into a single vowel, often one which preserves characteristics of the individual vowel. This happens in Kimatuumbi as well, where the combinations /au/ and /ai/ become [oo] and [ee]. This rule is optional in Kimatuumbi, so the uncoalesced vowel sequence can also be pronounced (thus motivating the underlying representation).

\[(52)\]

\[
\begin{align*}
  \text{a-i-téliike} & \quad \text{ee-téliike} & \quad \text{‘he cooked them’} \\
  \text{pa-ú-kaátité} & \quad \text{poó-kaátité} & \quad \text{‘when you cut’} \\
  \text{pa-bá-i-kaátité} & \quad \text{pa-bée-kaátité} & \quad \text{‘when they cut them’} \\
  \text{a-u-kaátité} & \quad \text{oo-kaátité} & \quad \text{‘he cut it’} \\
  \text{ka-u-toumbóka} & \quad \text{koo-toumbóka} & \quad \text{‘when it was falling’} \\
  \text{pa-i-táábu} & \quad \text{pee-táábu} & \quad \text{‘where the books are’} \\
  \text{pa-u-títili} & \quad \text{poo-títili} & \quad \text{‘where the chicken louse is’} \\
  \text{ka-u-méyá} & \quad \text{kooméyá} & \quad \text{‘little white ant’} \\
  \text{na-u-čaápu} & \quad \text{noo-čaápu} & \quad \text{‘with dirt’}
\end{align*}
\]

The change of /au/ and /ai/ to [oo] and [ee] can be seen as creating a compromise vowel, one which preserves the height of the initial vowel /a/, and the backness and roundness of the second vowel.

Sometimes, vowel sequences are avoided simply by deleting one of the vowels, with no compensatory lengthening. Thus at the phrasal level in Makonde, word-final /a/ deletes before an initial vowel, cf. lipeeta engaanga → lipeet engaanga ‘the knapsack, cut it!, likuka engaanga → likuk engaanga ‘the trunk, cut it!, nneemb idanaao → nneemb idanaao ‘the boy, bring him!’

Vowel epenthesis. The converse process of vowel epenthesis is also quite common. One context that often results in epenthesis is when an underlying form has too many consonants in a row, given the syllable structure of the language. Insertion of a vowel then reduces the size of the consonant cluster. An example of such epenthesis is found in Fula. In this language, no more than two consonants are allowed in a row. As the data of (53) show, when the causative suffix /-na/ is added to a stem ending in two consonants, the vowel i is inserted, thus avoiding three consecutive consonants.

\[(53)\]

\[
\begin{align*}
  \text{Continuous} & \quad \text{Causative} \\
  \text{hula} & \quad \text{hulna} & \quad \text{‘laugh’} \\
  \text{yara} & \quad \text{yarna} & \quad \text{‘drink’} \\
  \text{woya} & \quad \text{woyna} & \quad \text{‘cry’} \\
  \text{ju:la} & \quad \text{ju:lna} & \quad \text{‘be Muslim’} \\
  \text{wurto} & \quad \text{wurtina} & \quad \text{‘come out’} \\
  \text{wu:jja} & \quad \text{wu:jjina} & \quad \text{‘steal’} \\
  \text{yotto} & \quad \text{yottina} & \quad \text{‘arrive’}
\end{align*}
\]

Another form of vowel epenthesis is one that eliminates certain kinds of consonants in a particular position. The only consonants at the end of
the word in Kotoko are sonorants, so while the past tense of the verbs in (54a) is formed with just the stem, the verbs in (54b) require final epenthetic schwa.

(54) | Infinitive | Past | Infinitive | Past |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>a. hàm-à hám</td>
<td>‘yawn’</td>
<td>dàn-à dàn</td>
<td>‘tie’</td>
<td></td>
</tr>
<tr>
<td>skwâl-à skwál</td>
<td>‘want’</td>
<td>vèr-à vèr</td>
<td>‘fly’</td>
<td></td>
</tr>
<tr>
<td>lâhêy-à lâhêy</td>
<td>‘fear’</td>
<td>lâw-à lâw</td>
<td>‘fight’</td>
<td></td>
</tr>
<tr>
<td>b. gôô-à gôô</td>
<td>‘answer’</td>
<td>kâd-à kâd</td>
<td>‘cross’</td>
<td></td>
</tr>
<tr>
<td>làb-à làbè</td>
<td>‘tell’</td>
<td>jág-à jág</td>
<td>‘cook’</td>
<td></td>
</tr>
<tr>
<td>gîc-à gîc</td>
<td>‘sweep’</td>
<td>?ôk-à ?ôk</td>
<td>‘take by force’</td>
<td></td>
</tr>
<tr>
<td>sàp-à sàpò</td>
<td>‘chase’</td>
<td>vit-à vitô</td>
<td>‘blow on a fire’</td>
<td></td>
</tr>
<tr>
<td>vônàh-à vônàhô</td>
<td>‘vomit’</td>
<td>hûs-à hûsô</td>
<td>‘spill’</td>
<td></td>
</tr>
<tr>
<td>dêv-à dêvô</td>
<td>‘put’</td>
<td>bây-à bâyô</td>
<td>‘split wood’</td>
<td></td>
</tr>
</tbody>
</table>

Another factor motivating epenthesis is a word size, viz. the need to avoid monosyllabic words. One example is seen in the following data from Mohawk, where the first-singular prefix is preceded by the vowel í only when it is attached to a monosyllabic stem.

(55) k-atirút- hà? | ‘I pull it’ |
| k-atà?keráhkwa? | ‘I float’ |
| k-kêtskw-as | ‘I raise it’ |
| k-hní:nus | ‘I buy’ |
| k-tat-s → iktats | ‘I offer it’ |
| k-yàs → ikyàs | ‘I put it’ |
| k-ket-s → ikkets | ‘I scrape it’ |

The adaptation of loanwords into Saami from Scandinavian languages (Norwegian or Swedish) illustrates a variant on the Mohawk-type minimal-word motivation for epenthesis. In this case, a vowel is inserted to prevent a monosyllabic stress foot – though interestingly this requirement is determined on the basis of the Norwegian source, whereas in the Saami word stress is (predictably) on the first syllable. Except for a small set of “special” words (pronouns, grammatical words), words in Saami must be at least two syllables long. Thus the appearance of a final epenthetic vowel in the following loanwords is not surprising.

(56) | Saami | Norwegian |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>daaigi</td>
<td>deig</td>
<td>‘dough’</td>
</tr>
<tr>
<td>niibi</td>
<td>kniv</td>
<td>‘knife’</td>
</tr>
<tr>
<td>vouʔna</td>
<td>vogn</td>
<td>‘wagon’</td>
</tr>
<tr>
<td>muura</td>
<td>mur</td>
<td>‘wall’</td>
</tr>
</tbody>
</table>

In contrast, in the following loanwords there is no epenthetic vowel. The location of stress, which is the key to understanding this problem, is
marked on the Norwegian source though stress is not marked in the orthography.

\[
\begin{array}{lll}
(57) & \text{Saami} & \text{Norwegian} \\
& \text{diisdat} & \text{tirsdag} & \text{‘Tuesday’} \\
& \text{kaavrett} & \text{kávring} & \text{‘rusk’} \\
& \text{akaðemihkar} & \text{akadémiker} & \text{‘academic’} \\
& \text{miniistar} & \text{miníster} & \text{‘minister’} \\
& \text{teahter} & \text{teáter} & \text{‘theater’} \\
& \text{tempel} & \text{témpel} & \text{‘temple’} \\
& \text{orgel} & \text{örgel} & \text{‘organ’} \\
& \text{profes’or} & \text{proféssor} & \text{‘professor’} \\
& \text{plasttar} & \text{pláster} & \text{‘plaster’} \\
& \text{kaahkal} & \text{kákkel} & \text{‘glazed tile’} \\
\end{array}
\]

The above examples are ambiguous in analysis, since the source word is both polysyllabic and has a nonfinal stress. The examples in (58), on the other hand, show epenthesis when the stress-foot in the source word is monosyllabic, even though the overall word is polysyllabic.

\[
\begin{array}{lll}
(58) & \text{hoteella} & \text{hotéll} & \text{‘hotel’} \\
& \text{maratona} & \text{maratón} & \text{‘marathon’} \\
& \text{universiteehta} & \text{universitét} & \text{‘university’} \\
& \text{tabeal’la} & \text{tabéll} & \text{‘(time-)table’} \\
& \text{privahta} & \text{privát} & \text{‘private’} \\
& \text{kameela} & \text{kamél} & \text{‘camel’} \\
& \text{polara} & \text{polár} & \text{‘polar’} \\
\end{array}
\]

Onset creation. Consonants can also be inserted. The main cause of consonant insertion is the avoidance of initial vowels or vowel sequences. In Arabic all syllables begin with a consonant, and if a word has no underlying initial consonant a glottal stop is inserted, thus /al-walad/ → [ʔalwalad] ‘the boy.’ In the Hare and Bearlake dialects of Slave, words cannot begin with a vowel, so when a vowel-initial root stands at the beginning of a word (including in a compound), the consonant \( h \) is inserted.

\[
\begin{array}{ll}
(59) & \text{s-õdee} & \text{‘my older brother’} \\
& \text{dene-[h]õdee} & \text{‘Brother (in church)’} \\
& \text{n-anay} & \text{‘your (sg) sister-in-law (man speaking)’} \\
& \text{[h]anay} & \text{‘sister-in-law’} \\
& \text{b-ek’ëhdí} & \text{‘I take care of him/her’} \\
& \text{bebi [h]ek’ëhdí} & \text{‘I take care of the baby’} \\
& \text{ku-edehfe → kúdehfe} & \text{‘I chased them’} \\
& \text{sah [h]edéhfe} & \text{‘s/he chased the bear’} \\
\end{array}
\]

In Axininca Campa \( t \) is inserted between vowels – this language does not have a glottal stop phoneme. Thus, /i-N-koma-i/ → [inkomati] ‘he will paddle.’
Cluster reduction. Deletion of consonants can be found in languages. The most common factor motivating consonant deletion is the avoidance of certain kinds of consonant clusters – a factor which also can motivate vowel epenthesis. Consonant cluster simplification is found in Korean.

(60) Imperative  Conjunctive  Indicative
palp-a  pal-k’o  pal-t’a  ‘tread on’
ulph-ə  ul-k’o  ul-t’a  ‘chant’
ilk-ə  il-k’o  il-t’a  ‘read’
halth-a  hal-k’o  hal-t’a  ‘taste’
talm-a  tam-k’o  tam-t’a  ‘resemble’
anc-a  an-k’o  an-t’a  ‘sit down’

Another cause of cluster simplification is the avoidance of certain specific types of consonant clusters. Shona avoids clusters of the form Cy, although Cw is perfectly acceptable. The deletion of y after a consonant affects the form of possessive pronouns in various noun classes. Demonstratives and possessive pronouns are formed with an agreement prefix reflecting the class of the noun, plus a stem, -no for ‘this’ and -angu for ‘my.’ Before the stem -angu, a high vowel becomes a glide. Where this would result in a Cy sequence, the glide is deleted.

(61) ‘this’      ‘my’      Class
u-no       w-angu       3
mu-no      mw-angu      18
ku-no      kw-angu      17
ru-no      rw-angu      11
i-no       y-angu       9
ri-no      r-angu       6
či-no      č-angu       7
z`i-no     z”-angu      8
d`i-no     d”-angu      10

Since /i-angu/ becomes yangu, it is evident that the vowel i does become a glide before a vowel rather than uniformly deleting.

Stress lengthening and reduction. Processes lengthening stressed vowels are also rather common. An example of stress-induced vowel lengthening is found in Makonde, where the penultimate syllable is stressed, and the stressed vowel is always lengthened.

(62) kú-liim-a  ‘to cultivate’
kú-li’m-iil-a  ‘to cultivate for’
kú-li’m-áán-a  ‘to cultivate each other’
kú-lim-á’n-iil-a  ‘to cultivate for each other’
kú-lim-án-il-á-lim-á’n-iil-a  ‘to cultivate for each other continuously’

A related process is the reduction of unstressed vowels, as found in English. From alternations like *ba*r*mat ~ *be*r*matr*ik, *m*p*w*l ~ *m*p*aliy, we
know that unstressed vowels in English are reduced to schwa. Russian also reduces unstressed nonhigh vowels so that /a, o/ become [ə], or [a] in the syllable immediately before the stress.

(63) /gorod-ók/ → [górardók] ‘cities’ /górod/ → [górard] ‘city’

/póda-l/ → [pódàl] ‘he gave’ /po-dá-t]/ → [padát] ‘to give’

Reduction of unstressed vowels can go all the way to deletion, so in Palestinian Arabic, unstressed high vowels in an open syllable are deleted.

(64) Palestinian Arabic

<table>
<thead>
<tr>
<th>3sg masc</th>
<th>3sg fem</th>
<th>1sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>ḥámátal</td>
<td>ḥámalt</td>
<td>ḥamált ‘carry’</td>
</tr>
<tr>
<td>kátabat</td>
<td>kátábt</td>
<td>‘write’</td>
</tr>
<tr>
<td>dárasat</td>
<td>darást</td>
<td>‘study’</td>
</tr>
<tr>
<td>širbat</td>
<td>šribt</td>
<td>‘drink’</td>
</tr>
<tr>
<td>nizlat</td>
<td>nzilt</td>
<td>‘descend’</td>
</tr>
<tr>
<td>fíhmat</td>
<td>fhímt</td>
<td>‘understand’</td>
</tr>
</tbody>
</table>

**Syllable weight limits.** Many languages disallow long vowels in syllables closed by consonants, and the following examples from Yawelmani show that this language enforces such a prohibition against VVC syllables by shortening the underlying long vowel.

(65) \( |CVC| \)

<table>
<thead>
<tr>
<th>Nonfuture</th>
<th>Imperative</th>
<th>Dubitative</th>
<th>Passive aorist</th>
</tr>
</thead>
<tbody>
<tr>
<td>xathìn</td>
<td>xatk’a</td>
<td>xatìl</td>
<td>رات=xatì ’eat’</td>
</tr>
<tr>
<td>doshin</td>
<td>dosk’o</td>
<td>dosol</td>
<td>رتط=dosìt ’report’</td>
</tr>
</tbody>
</table>

\( |CVVC| \)

| šaphìn    | šapk’a     | šapal      | šapìt ’burn’ |
| wonhin    | wonk’o     | wonol      | wonìt ’hide’ |

A typical explanation for this pattern is that long vowels contribute extra “weight” to a syllable (often expressed as the mora), and syllable-final consonants also contribute weight. Languages with restrictions such as those found in Yawelmani are subject to limits on the weight of their syllables.

**Stress patterns.** Stress assignment has been the subject of intensive typological study, and has proven a fruitful area for decomposing phonological parameters. See Hayes (1995) for a survey of different stress systems. One very common stress assignment pattern is the alternating pattern, where every other syllable is assigned a stress. Maranungku exemplifies this pattern, where the main stress is on the first syllable and secondary stresses are on all subsequent odd-numbered syllables.

(66) tiralk ‘saliva’ mérepèt ‘beard’
yàngarmàta ‘the Pleiades’ lángkaràteì ‘prawn’
wèlepènemànta ‘duck (sp)’
A variant of this pattern occurs in Araucanian, where the main stress appears on the second syllable, and secondary stresses appear on every even-numbered syllable following.

(67) wulé ‘tomorrow’
    tipánto ‘year’
    elúmuñù ‘give us’
    elúañew ‘he will give me’
    kimúbalúwulày ‘he pretended not to know’

The mirror image of the Maranugku pattern is found in Weri, where the last syllable has the main stress and every other syllable preceding has secondary stress.

(68) ŋintíp ‘bee’
    kùlipú ‘hair of arm’
    ulùamít ‘mist’
    àkunètepál ‘times’

Finally, Warao places the main stress on the penultimate syllable and has secondary stresses on alternating syllables before.

(69) yiwàranáe ‘he finished it’
    yàpurùkitàneháse ‘verily to climb’
    enàhoròahàkutái ‘the one who caused him to eat’

Another property exhibited by many stress systems is quantity-sensitivity, where stress is assigned based on the weight of a syllable. Palestinian Arabic has such a stress system, where stress is assigned to the final syllable if that syllable is heavy, to the penult if the penult is heavy and the final syllable is light, and to the antepenult otherwise. The typical definition of a heavy syllable is one with either a long vowel or a final consonant; however, it should be noted that in Arabic, final syllables have a special definition for “heavy,” which is that a single consonant does not make the syllable heavy, but two consonants do.

(70) radyóó ‘radio’
    katáb ‘I wrote’
    qárat ‘she read’
    qaréethum ‘I read them’
    katabat ‘she wrote’

    qaréet ‘I read’
    gára ‘he read’
    katába ‘we wrote’
    kátabu ‘they wrote’
    ma katabáti ‘she didn’t write’

8.4 Why do things happen?

Two of the central questions which phonological theory has sought answers to are “why does rule X exist?” and “can rule Y exist?”. Very many languages have a process changing velars into alveopalatals (k → č) before
front vowels, and a rule voicing voiceless stops after nasals (mp → mb) is also quite common. It is natural to wonder why such rules would occur in many languages, and a number of theoretical explanations have been offered to explain this. It is also important to also ask about imaginable rules: we want to know, for example, if any language has a rule turning a labial into an alveopalatal before a front vowel, one devoicing a voiced stop after a nasal, or one turning {s, m} into {l, k} before {w, š}. Only by contrasting attested with imaginable but unattested phenomena do theories become of scientific interest.

**Impossible rules.** There is a clear and justified belief among phonologists that the rule \( {s, m} \rightarrow \{l, k\} / _{w, š} \) is “unnatural,” and any theory which predicts such a rule would not be a useful theory. We have seen in chapter 6 that it is impossible to formulate such a process given the theory of distinctive features, since the classes of segments defining target and trigger, and the nature of the structural change, cannot be expressed in the theory. The fact that neither this rule nor any of the innumerable other conceivable random pairings of segments into rules has ever been attested in any language gives us a basis for believing that phonological rules should at least be “possible,” in the very simple technical sense expressed by feature theory. Whether a rule is possible or impossible must be determined in the context of a specific theory.

Another pair of rules which we might wonder about are those in (71).

\[
\begin{align*}
(71) & \quad \text{a.} & mč \rightarrow řč & řč \rightarrow řč \\
& & řp \rightarrow mp & np \rightarrow mp \\
& & řk \rightarrow řk & nk \rightarrow řk \\
& & řť \rightarrow řt & nč \rightarrow řč \\
& \quad \text{b.} & mč \rightarrow řč (not řč) & řč \rightarrow řč \\
& & řp \rightarrow řp & np \rightarrow mp \\
& & řk \rightarrow řk & nk \rightarrow mk \\
& & řť \rightarrow řt & nč \rightarrow nč
\end{align*}
\]

The pattern of alternation in (a) is quite common, and was exemplified earlier in this chapter as nasal place assimilation. The second pattern of alternation in (b), on the other hand, is not attested in any language. Given the nonexistence of the pattern (b), we may ask “why is this pattern not attested?”

The easy answer to this question is that pattern (b) is not phonetically natural. This begs the question of how we know what is a phonetically natural versus an unnatural pattern, and unfortunately the connection between “actually attested phonological rule” and “phonetically natural” are so closely intertwined that some people may assume that commonly occurring rules are by definition phonetically natural, and unattested rules are unnatural. This is circular: if we are to preclude a pattern such as (b) as phonetically unnatural, there must be an independent metric of phonetic naturalness. Otherwise, we would simply be saying “such-and-such rule is unattested because it is unattested,” which is a pointless tautology.
Another answer to the question of why pattern (b) is not attested, but pattern (a) is, would appeal to a formal property of phonological theory. We will temporarily forgo a detailed analysis of how these processes can be formulated – this is taken up in chapter 10 – but in one theory, the so-called linear theory practiced in the 1960s and 1970s, there was also no formal explanation for this difference and the rules in (b) were possible, using feature variable notation. By contrast, the nonlinear theory, introduced in the late 1970s, has a different answer: formalizing such rules is technically impossible. The mechanism for processes where the output has a variable value (i.e. the result can be either [+ anterior] or [− anterior]) requires the target segment to take the same values for the features, and to take on all values within certain feature sets. The alternation in (b) does not have this property (for example, the change of /ñp/ to [ŋp] does not copy the feature [labial]), and therefore according to the nonlinear theory this is an unformalizable rule. The process is (correctly) predicted to be unattested in human language.

**Unlikely rules.** Now consider a rule \( p \rightarrow \tilde{c} / \_i \), which seems hardly different from \( k \rightarrow \tilde{c} / \_i \), except the latter is common, and the former is apparently not found in any language. Since we don’t know of examples, we must wonder why there is such a gap in what is attested. Perhaps if we had the “right theory,” every rule that is possible under a theory would actually be attested in some language. In both the linear and nonlinear theories, these are both technically possible rules.

One legitimate strategy is to assume that this is an accidental gap, and hope that further research will eventually turn up such a rule. Given that only a tiny fraction of the world’s languages have been surveyed, this is reasonable. There is a bit of danger in assuming that the apparent nonexistence of labial coronalization is an accidental gap, because we don’t want to mistakenly ignore the nonexistence of the imaginary rule /s, m/ \( \rightarrow \l, \k / \wedge \) as another accidental gap.

The difference between these two kinds of rules lies in an implicit estimation of how big the gap is between prediction and observation. A number of rules which can be formulated in standard theories is large, running in the millions or billions. If we can’t find one or some dozen particular rules in the hundred or so languages that we have looked at, this shouldn’t cause serious concern because the chances of finding any one rule out of the set of theoretically possible rules is fairly low, and this one gap is of no more significance than a failure to toss a million-sided...
coin a few hundred times and not have the coin land with side number 957,219 land on top.

We should be a bit more concerned when we identify a somewhat large class — hundreds or perhaps even a thousand — of possible rules which are all unattested and which seem follow a discernable pattern (i.e. “alveopalatalization of labials”). Remember though that we are dealing with a million-sided coin and only a few hundred tosses of the coin. The unattested set of rules represents perhaps a tenth of a percent of the logically possible set, and given the small size of the sample of phonological rules actually available to us, the chances of actually finding such a rule are still not very high.

The situation with the rule /s, m/ → /l, k/ / _[w, ŋ] is quite different. This rule is a representative of an immense class of imaginable rules formed by arbitrarily combining sounds in lists. If rules are unstructured collections of segments changing randomly in arbitrary contexts, then given a mere 8,192 (=2^13) imaginable language sounds, there are around 10^44,000 different ways to arrange those segments into rules of the type {...} / {...}, in comparison to around a billion ways with standard rule theory. Almost every rule which is theoretically predicted under the “random segment” theory falls into the class of rules of the type /s, m/ → /l, k/ / _[w, ŋ], and yet not a single one of these rules has been attested. Probability theory says that virtually every attested rule should be of this type, given how many of the imaginable arbitrary rules there are. This is why the lack of rules of the type /s, m/ → /l, k/ / _[w, ŋ] is significant — it represents the tip of a mammoth iceberg of failed predictions of the “random phoneme” theory of rules.

Another way to cope with this gap is to seek an explanation outside of phonological theory itself. An analog would be the explanation for why arctic mammals have small furry ears and desert mammals have larger naked ears, proportionate to the size of the animal. There is no independent “law of biology” that states that ear size should be directly correlated with average temperature, but this observation makes sense given a little knowledge of the physics of heat radiation and the basic structure of ears. In a nutshell, you lose a lot of body heat from big ears, which is a good thing in the desert and a bad thing in the arctic. Perhaps there is an explanation outside of the domain of phonological theory itself for the lack of labial coronalization in the set of rules attested rules.

What might be the functional explanation for the lack of such a process? We first need to understand what might be a theory-external, functional explanation for the common change k → ʃ/ _{i, e}. In a vast number of languages, there is some degree of fronting of velar consonants to [k’] before front vowels. The reason for this is not hard to see: canonical velars have a further back tongue position, and front vowels have a further front tongue position. To produce [ki], with a truly back [k] and a truly front [i], the tongue body would have to move forward a considerable distance, essentially instantaneously. This is impossible, and some compromise is required. The compromise reached in most languages is that the
tongue advances in anticipation of the vowel [i] during production of [k], resulting in a palatalized velar, i.e. the output [kʰi], which is virtually the same as [ci], with a “true palatal” stop.

The actual amount of consonantal fronting before front vowels that is found in a language may vary from the barely perceivable to the reasonably evident (as in English) to the blatantly obvious (as in Russian). This relatively small physiological change of tongue-fronting has a disproportionately more profound effect on the actual acoustic output. Essentially, a plain [k] sounds more like a [p] than like [c] ([k] has a lower formant frequency for the consonant release burst), and [c] sounds more like [t] or [č] (in having a higher burst frequency) than like [k], which it is physiologically more similar to. The acoustic similarity of alveopalatals like [č] and palatals like [c] is great enough that it is easy to confuse one for the other. Thus a child learning a language might (mis)interpret a phonetic alternation [k] → [č] as the alternation [k] → [cí].

Explaining why k → č / {i, e} does exist is a first step in understanding the lack of labial coronalization before front vowels. The next question is whether there are analogous circumstances under which our unattested rule might also come into existence. Since the production of [p] and the production of [i] involve totally different articulators, a bit of tongue advancement for the production of [i] will have a relatively negligible effect on the acoustics of the release burst for the labial, and especially will not produce a sound that is likely to be confused with [č]. The constriction in the palatal region will be more open for /i/ after the release of /p/, because the tongue does not already produce a complete obstruction in that region (a maximally small constriction) as it does with /k/. It is possible to radically advance the tongue towards the [i]-position and make enough of a palatal constriction during the production of a [p] so that a more [č]-like release will result, but this will not happen simply as a response to a small physically motivated change, as it does with /k/. Thus the probability of such a change – p → č – coming about by phonetic mechanisms is very small, and to the extent that phonological rules get their initial impetus from the grammaticalization of phonetic variants, the chances of ever encountering labial coronalization are slim.

Another approach which might be explored focuses on articulatory consequences of velar coronalization versus labial coronalization. Velars and alveolars involve the tongue as their major articulator, as does ['č], whereas labials do not involve the tongue at all. We might then conjecture that there is some physiological constraint that prevents switching major articulators, even in phonological rules. But we can’t just say that labials never become linguals: they typically do in nasal assimilation. In fact, there is a process in the Nguni subgroup of Bantu languages (Zulu, Xhosa, Swati, Ndebele), where at least historically labials become alveopalatals before w, which is very close to the unattested process which we have been looking for. By this process, a labial consonant becomes a palatal before the passive suffix -w-, as in the following data from Swati.
This is a clear counterexample to any claim that labials cannot switch major articulator, and is a rather odd rule from a phonetic perspective (as pointed out by Ohala 1978). Rather than just leave it at that, we should ask how such an odd rule could have come into existence. In a number of Bantu languages, especially those spoken in southern Africa, there is a low-level phonetic process of velarization and unrounding where sequences of labial consonant plus [w] are pronounced with decreased lip rounding and increased velar constriction, so that underlying /pw/ is pronounced as [p\text{\textsuperscript{ɯ}}], with [\text{\textsuperscript{ɯ}}] notating a semi-rounded partial velar constriction. The degree of velar constriction varies from dialect to dialect and language to language, and the degree of phonetic constriction increases as one progresses further south among the Bantu languages of the area, so in Karanga Shona, /pw/ is pronounced with a noticeable obstruent-like velar fricative release and no rounding, as [p\text{\textsuperscript{c}}]. The place of articulation of the velar release shifts further forward depending on the language and dialect, being realized as [p\text{\textsuperscript{p}}] in Pedi, or as [p\text{\textsuperscript{p}}] in Sotho, and finally as [c] in Nguni. So what seems like a quite radical change, given just the underlying-to-surface relation /p/ \rightarrow [c] in Nguni, is actually just the accumulated result of a number of fortuitously combined, less radical steps.

One of the current debates in phonology – a long-standing debate given new vitality by the increased interest in phonetics – is the question of the extent to which phonological theory should explicitly include reference to concepts rooted in phonetics, such as ease of articulation, perceptability, and confusability, and issues pertaining to communicative function. Virtually every imaginable position on this question has been espoused, and it is certain that the formalist/functionalist debate will persist unresolved for decades.

**Summary**

The distinction between unattested, rare and well-known patterns in phonology has been important in the development of theory. How do we distinguish between actually nonexistent patterns and patterns that we are unaware of? Which unattested patterns should the formal theory preclude? Why are certain patterns found in very many languages? Should the formal theory try to account for frequency of occurrence? These questions will remain vital research topics in phonology for many years.

**Further reading**

This chapter explores the extent to which underlying and surface forms can be different – what constraints if any are tenable within the formal theory, what the issues are in limiting abstractness, and how to address these questions empirically. The central question raised in this chapter is “what counts as evidence for a phonological analysis?”
A fundamental question in the theory of phonology has been “how abstract is phonology?”, specifically, how different can the underlying and phonetic forms of a word be? The essential question is whether grammars use entities that are not directly observed. Related to this is the question of whether a linguistic model requiring elements that cannot be directly observed reflects what the human mind does. The very concept of a mental representation of speech, such as a phonological surface form like [sɔks] socks which is not itself an observable physical event, requires abstracting away from many specifics of speech. Without generalizing beyond the directly observable, it would be impossible to make even the most mundane observations about any language. The question is therefore not whether phonology is abstract at all, but rather what degree of abstractness is required.

If underlying representations are fully concrete – if they are the same as surface representations – the underlying forms of English [kʰɔrts] courts and [kʰowdz] codes would be /kʰɔrts/ and /kʰowd-z/. Such an extremely surface-oriented view of phonology would ignore the fact that the words have in common the plural morpheme, whose pronunciation varies according to the environment. By hypothesizing that the underlying form of [kʰɔrts] is /kʰɔrt-z/, we can say that the plural pronounced s in [kʰɔrts] and the plural pronounced z in [kʰowdz] are one and the same thing. Such abstractness in phonological analysis yields the benefit of explaining the similarities in pronunciation of the various realizations of the plural morpheme.

9.1 Why limit abstractness?

First we must understand what motivates concern over abstractness.

9.1.1 Limiting possible analyses

One reason to limit the divergence between underlying and surface forms is to constrain the theory of phonology, to prevent it from making wrong claims about how languages work. With no constraint on abstractness, every conceivable derivation from underlying to surface form would in principle be allowed by the theory. Just as the theory of phonology seeks to constrain the concept of “possible rule,” so that an imaginable rule such as \{s,p,q,r\} → \{m,l,t,v\} / _ {s, k, a, m} \{unattested in any human language\} can be ruled out on formal grounds, so too might we wish to rule out a derivation from underlying [qό哈佛] to surface [gə哈佛] as too abstract. Since a goal of linguistic theory has been to restrict the class of theoretically possible languages to just the type that is actually observed, limiting abstractness in a well-defined way limits the number of possible languages.

Another reason for concern over abstractness is that it makes a particular claim about human cognition, that the mentally stored units of language can include things that the speaker has not actually heard, but arrives at by inference based on a line of indirect evidence. Since first language acquisition does not proceed by conscious reasoning, it
cannot be taken for granted that everyday academic reasoning skills are automatically available to children.

**Mental reality and language acquisition.** This second consideration, whether abstractness (of some particular degree) is part of human cognitive capacity, is the most important question arising in this debate: this is a fundamental consideration for a theory such as generative grammar that seeks a model of language in the mind. Because the details of specific languages are not built into children at birth but must be induced from the ambient linguistic data aided by whatever language faculty is universally available to all humans (i.e. the theory of grammar), a basic concern regarding the psychological reality of grammatical constructs – for phonology, rules and underlying forms – is whether they can be learned from the primary language data.

The role of a universal grammatical component is to make the job of language acquisition easier, by uncompromisingly removing certain kinds of imaginable descriptions from consideration. Distinctive features are one way of making this job easier, since it limits the ways of analyzing data. Universal constraints on abstractness might similarly help a child trying to arrive at underlying representation for a language, and there have been a number of proposals as to the relationship between the underlying and surface forms. Attractive as it might seem to propose formal constraints on the theory of grammar to prohibit English from having /qö/ja/ be the underlying form of [gərã]/garage, we will not actually assume that this is a matter for the formal theory of grammar; rather, it is a consequence of how a phonology is learned, thus the question of abstractness is outside the domain of grammatical theory.

Faced with a word pronounced [dɔg], a child learning English has no reason to assume that its underlying form is anything other than /dɔg/. But faced with the word atom [ætɔm] and the related word atomic [ætɔmik], the child needs to arrive at an underlying representation for the root on which these two words are based, such that rules of English phonology can apply to derive the phonetic variants [ætɔm] and [ætɔm-ik]: an appropriate representation would be [ætɔm]. It is in the face of such a specific motivation for an abstract underlying form that we would assume the underlying form isn’t simply the surface form. The solution to the so-called problem of abstractness which will be adopted here is, simply, that abstractness per se is not a problem: what really requires investigation is the kind of evidence that properly motivates a phonological analysis.

**Abstractness and phonemic representations.** One particular degree of abstractness is widely accepted as self-evident, needing no further justification, namely that underlying representations do not contain allophonic variants of phonemes. It is generally assumed that English [stɔp], [tʰɔp] are underlyingly /stɔp/, /tʰɔp/, without aspiration, because there is (by assumption) no underlying aspiration in English. Similarly, we know that the underlying form of [hʊtəŋ] hitting is /hutŋ/, not only because the flap is an
allophone in English, but also because of the related word [hɪt] hit where the [t] is directly pronounced. Thus, it is commonly assumed that underlying forms are at least as abstract as phonemic representations, with all allophonically predictable features eliminated.

This assumption can lead to problems. What is the medial consonant in the underlying form of a word like [wadr] water? Assuming that the flap is not a phoneme in English (there are no minimal or near-minimal pairs contrasting [t] or [d] vs. [d]), this forces us to say that it must be something other than [d]. The word is spelled with t, but spelling is not relevant to underlying representations. Children acquire words without knowing how to spell, and most languages of the world are unwritten yet underlying representations must be acquired for all human languages. Spelling is also unreliable, and could lead us to the unjustified conclusion that the underlying vowels of [tuw] too, to, two, [θruw] through, [duw] due and [druw] drew are all different.

Since [wadr] is not composed of a root plus suffix, we cannot look at related forms to reveal the underlying consonant (as we can in wader versus wait-er, both [weydr]). Any number of hypotheses could be set forth – /[wadr]/, /[watr]/, /[wadr]/, /[waðr]/, /[waɾ]/ and so on. Hypotheses like /[waɾ]/ and /[waɾ]/ can be rejected on the grounds that they are pointlessly abstract, containing segments which do not occur phonetically in English, and there is no reason to believe that they exist underlyingly. Nothing is gained by positing such underlying representations, thus nothing justifies these hypotheses. Two facts argue decisively against hypothetical /[waɾ]/, /[waɾ]/ and their ilk. First, there is no evidence for a rule in English effecting the change /[ɾ]/ → [d] or /[ɾ]/ → [d] and addition of such a rule, required to convert the underlying form into the surface form, rules against such an analysis since there exist analyses which at least do not force the inclusion of otherwise unmotivated rules. Second, a specific choice between /[waɾ]/ and /[waɾ]/, or /[waɾ]/ and innumerable other possibilities which also lack an underlying flap, is totally arbitrary and leaves the language analyst – student and child alike – with the unresolvable puzzle “why this underlying form and not some other?”, which can only be resolved by fiat.

The hypothesis /[waɾ]/ is less abstract since it is composed only of observed segments of English; it is, however, factually wrong, because it would be impossible to craft rules for English to turn /[ɾ]/ into a flap in this context (consider father, bother, weather which indicate that there cannot be a rule changing /[ɾ]/ into a flap in some context). Only three hypotheses remain viable: /[wadr]/, /[watr]/, and /[wadr]/. None of these hypotheses posits surface nonexistent segments, and given the rules of English – Flapping, specifically – any of these underlying representations would result in the correct surface form.

There is no standard answer to the question of the underlying form of water, but certain arguments can be marshalled to support different positions. We initially rejected the theory that the underlying form might be /[wadr]/ because it posits what we assumed to be a nonexistent underlying segment in the language, but we should reconsider that decision, to at
least explain our argument for rejecting an underlying flap. Hypothesizing /waɾ/ necessitates another phoneme in the inventory of English underlying segments, violating an analytic economy principle which says that you should select a parsimonious underlying inventory for a language. This reflects the basic principle of scientific reasoning that simpler, more economical solutions are better than complicated solutions that posit unnecessary machinery. But no concrete linguistic arguments indicate that elimination of phonemes is an actual goal of phonological acquisition. Economy of the underlying inventory cannot be judged in a theoretical vacuum, and in one contemporary theory, Optimality Theory, it is impossible to state generalizations about underlying representations, so it is impossible to say that English has no underlying flap.

A somewhat stronger argument against allowing an underlying flap is that the surface distribution of [d] is limited. It only appears between vocoids (vowels and glides), and only if the following vowel is unstressed, which is precisely the context where /t,d/ actively are changed into the flap [d] (hit [hɪt] ~ hitting [hɪŋɪŋ]; hide [hайд] ~ hiding [hайдɪŋ]). We can explain the lack of words in English like *[hiD], *[Duwl], *[æfD] and *[əDæk], if we assume that the flap [d] is not in the inventory of underlying segments of English, and only derives from /t/ or /d/ by this specific rule. This argument recognizes the importance of capturing major generalizations about language, which is the central concern of linguistics: it says that it would be too much of a coincidence if, in assuming underlying /D/ in water, we failed to note that underlying flap only appears in a very few contexts.

This argument is founded on the presumption that distribution of segments in underlying forms cannot be restricted: otherwise we would simply state a restriction on where underlying flaps appear and let the underlying form of [waɾ] be fully concrete. Some theories do not have conditions on underlying forms (Optimality Theory), others do. Something like conditions on underlying forms seems inevitable, since for example there cannot be any words in English of the form sCVCi, hence *slil, *sneen, *spup, *skuck; yet, it is uncertain what status such conditions have in the theory of grammar.

Still, even if we decide that the underlying form doesn’t have a flap, that leaves open the choice between /t/ and /d/, which is purely arbitrary. The choice might be made by appealing to markedness (chapter 8), insofar as [t] is a less marked, i.e. crosslinguistically common, segment than [d]. Whether this reasoning is correct remains to be determined empirically.

9.1.2 A principled limit on abstractness?
In connection with our first neutralization rule, final devoicing in Russian (chapter 4), we explained the alternation [porok] ‘threshold (nom sg)’ ~ [poroga] ‘threshold (gen sg)’ by saying that underlyingly the stem ends with /g/. The abstract representation /porog/ for [porok] ‘threshold (nom sg)’ is justified by the fact that [porok] and [poroga] have the same root morpheme, and /porog/ is one of the two actually occurring pronunciations of the morpheme. In hypothesizing underlying forms of
morphemes, we have repeatedly emphasized the utility of considering any and all of the surface realizations of a given morpheme as candidates for being the underlying form. We might even advance a formal principle regarding abstractness (a principle to this effect was proposed in the theory of Natural Generative Phonology, see Vennemann 1974):

(1) The underlying form of a morpheme must actually be pronounced as such in some surface form containing the morpheme

When you look at a broad range of phonological analyses, it very often turns out that the supposed underlying form of a morpheme is indeed directly observed in some surface form. Nonetheless, such a principle cannot be an absolute condition on the relation between underlying and surface forms, that is, it cannot be a principle in the theory of grammar. Recall from chapter 4 that in Palauan, all unstressed vowels become schwa, and underlying forms of roots may contain two full vowels, for example /daŋob/ 'cover,' /teʔib/ ‘pull out,’ /ŋetom/ ‘lick.’ We are justified in concluding that the first vowel in /daŋob/ is /a/ because it is actually pronounced as such in [mə-dáŋəb] when the first root vowel is stressed, and we are justified in concluding that the second vowel is /o/ because that is how it is pronounced in [dəŋóbl]. Although each hypothesized underlying vowel can be pronounced in one surface variant of the root or another, no single surface form actually contains both vowels in their unreduced form: the hypothesized underlying form /daŋob/ is never pronounced as such, thus our analysis of Palauan is a counterexample to the excessively restrictive statement (1). Similar examples come from English (cf. the underlying stem /teləgræf/ which explains the surface vowel qualities in [tɛləgræf] and [tɛləˈɡræfi]) and Tonkawa (cf. /picena/ which is justified based on the surface forms picna-n-oʔ and we-pcen-oʔ). Condition (1) also runs into problems in Yawelmani (chapter 7), which has a rule shortening a long vowel before a cluster of two consonants, and another rule inserting i after the first of three consonants. The two rules apply in stems such as /ʔaːml/, so that epenthesis turns /ʔaːml-hin/ into [ʔaːmil-him], and shortening turns /ʔaːml-al/ into [ʔamlal]. The problem for (1) is that /ʔaːml/ can never be pronounced as such, since either the vowel is shortened, or i is inserted.

Rather than abandon the enterprise of doing phonology in these languages out of misguided allegiance to an a priori assumption about the relationship between underlying and surface forms, we might consider a weaker constraint, which allows underlying forms of morphemes to be composed of segments that are actually pronounced in some attestation of the morpheme, but disallows representations that are more abstract.

(2) The underlying form of a word must contain only segments actually pronounced as such in some related word containing the morpheme

Even this cannot be an absolute requirement. One case that runs afoul of this condition is the case of stem-final voiced stops in Catalan (chapter 5,
problem 4). There is a rule devoicing final obstruents, and another rule spirantizing intervocalic voiced stops. These rules result in alternations such as sek ’dry (masc)’ ~ seko ‘dry (fem)’ from /sek/, versus sek ‘blind (masc)’ ~ seyo ‘blind (fem)’ from /seg/. The underlying voiced stop /g/ is not directly attested in any form of the stem /seg/, and thus runs afoul of constraint (2).

Another counterexample to (2) is Hehe (chapter 7). That language has a rule assigning H tone to a penultimate vowel that is not also immediately preceded by a H. This rule accounts for the position of the second H tone in words like kú-kam-il-a ‘to milk for,’ kú-kam-il-án-a ‘to milk for each other,’ and the lack of H tone in kú-kam-a ‘to milk’ where the penultimate vowel is preceded by an H-toned vowel. Surface forms such as kú-kam-y-á ‘to cause to milk’ and kú-kam-w-á ‘to be milked’ would seem to be exceptions, but actually they follow the general pattern perfectly, as long as we recognize that the underlying forms are /kú-kam-i-a/ and /kú-kam-u-a/. Given those underlying forms, the H is regularly assigned to the penultimate vowel giving kú-kam-i-a and kú-kam-u-a, and then the high vowels become glides before a vowel, causing the H tone to be transferred to the final vowel. The important point about these examples is that the assumed vowels of the causative and passive never surface as vowels: they appear only as glides, since by quirks of Hehe morphology, the morphemes -i and -u are always followed by a vowel suffix, so they always undergo glide formation.

9.1.3 Case studies in abstract analysis
We will look in depth at two cases of abstract phonological analysis, one from Kimatuumbi and one from Sanskrit, where abstract underlying forms are well motivated; these are contrasted with some proposals for English, which are not well motivated. Our goal is to see that the problem of abstractness is not about the formal phonetic distance between underlying and surface forms, but rather it involves the question of how strong the evidence is for positing an abstract underlying representation.

Abstract mu in Kimatuumbi. Kimatuumbi provides an example of an abstract underlying representation, involving an underlying vowel which never surfaces as such. In this language, the noun prefix which marks nouns of lexical class 3 has a number of surface realizations such as [m], [n], [ŋ] and [mw], but the underlying representation of this prefix is /mu/, despite the fact that the prefix never actually has that surface manifestation with the vowel u.

We begin with the effect which nasals have on a following consonant. Sequences of nasal plus consonant are subject to a number of rules in Kimatuumbi, and there are two different patterns depending on the nature of the nasal. One such nasal is the prefix /h-/ marking nouns and adjectives of grammatical class 9. When this prefix comes before an underlyingly voiced consonant, the nasal assimilates in place of articulation to that consonant, by a general rule that all nasals agree in place of articulation with an immediately following consonant.
When added to a stem beginning with a nasal consonant, the nasal deletes.

The prefix /ñ/ causes a following voiceless consonant to become voiced.

Finally, /ñ/ causes a following glide to become a voiced stop, preserving the place properties of the glide.

We know that the prefix is underlyingly /ñ/ because that is how it surfaces before vowel-initial adjectives such as /ñ-epeési/ 'light (cl 9),’ /ñ-iípi/ 'short (cl 9).’

Different effects are triggered by the nasal of the prefix /mu/ which marks second-plural subjects on verbs. This prefix has the underlying form /mu/, and it can surface as such when the following stem begins with a consonant.

A rule deletes the vowel u preceded by m when the vowel precedes a consonant, and this rule applies optionally in this prefix. Before a stem beginning with a voiced consonant, deletion of the vowel results in a cluster of a nasal plus a consonant, and m causes nasalization of the following consonant (compare the examples in (7) where the vowel is not deleted).
This reveals an important difference between the two sets of postnasal processes. In underlying nasal+C sequences such as /ñ-bomwáaná/ → m-bomwáaná ‘destroyed (cl 9),’ the nasal only assimilates in place of articulation to the following C, but in nasal+consonant sequences derived by deletion of u, the prefixal nasal causes nasalization of a following voiced consonant.

Another difference between /ñ/ versus /mu/ is evident when the prefix /mu/ comes before a stem beginning with a nasal consonant. The data in (9) show that when u deletes, the resulting cluster of nasals does not undergo nasal deletion. (The reason for this is that /mu/ first becomes a syllabic nasal η, and nasalization takes place after a syllabic nasal.)

(9) mu-mímiine m-mímiine ‘you (pl) spilled’
    mu-nóolite n-nóolite ‘you (pl) sharpened’
    mu-ŋáandite ŋ-ŋáandite ‘you (pl) played’

In comparison, class 9 /ñ-mimíná/ with the prefix /ñ/ surfaces as mímíná ‘spilled (cl 9),’ having undergone degemination.

A third difference between /ñ+C/ versus /mu+C/ emerges with stems that begin with a voiceless consonant. As seen in (10), /mu/ simply assimilates in place of articulation to the following voiceless consonant.

(10) mu-paánde m-paánde ‘you should plant’
    mu-teleké n-teleké ‘you should cook’
    mu-čoné ń-čoné ‘you should sew’
    mu-kalaáŋge ń-kalaáŋge ‘you should fry’

Remember, though, that /ñ/ causes a following voiceless consonant to become voiced, so /ñ-tuniká/ → ndniká ‘cut (cl 9).’

Finally, /mu/ causes a following glide to become a nasal at the same place of articulation as the glide.

(11) mu-wùktlí ń-wùktlí ‘you should cover’
    mu-yiktí ń-uktí ‘you should agree’

Underlying /ñ/, on the other hand, causes a following glide to become a voiced stop, cf. /ñ-wùktlyá/ → ń-gwùktlyá ‘covered (cl 9).’

The differences between /ñ/ and /mu/ go beyond just their effects on following consonants: they also have different effects on preceding and following vowels. In the case of /mu/, the preceding vowel lengthens when u deletes.

(12) iwùktlyó mu-toóle ‘you should take cover’
    iwùktlyóó n-toóle id.
ñuúmba mu-bomwaáne ‘you should destroy the house’
ñuúmbaa m-momwaáne id.

On the other hand, /ñ/ has no effect on the length of a preceding vowel.

(13) iwtktyo m-bwapwáaniká ‘broken cover’
ñumbá m-bomwáaná ‘destroyed house’

Finally, /ñ/ surfaces with [ñ] before a vowel and the length of the following vowel is not affected. But /mu/ surfaces as [mw] before a vowel due to a process of glide formation, and the following vowel is always lengthened.

(14) Stem
/ñ/ /iípi/ ñ-iípi ‘short (cl 9)’
 /epéési/ ñ-epéési ‘light (cl 9)’
/mu/ /numba/ mw-mb-e ‘you should dig’
/eleew/ mw-eleew-e ‘you should understand’

A number of properties distinguish /mu/ from /ñ/. Apart from the important fact that positing these different underlying representations provides a phonological basis for distinguishing these effects, our choices of underlying forms are uncontroversial, because the posited forms of the prefixes are actually directly attested in some surface variant: recall that the second-plural verbal subject prefix /mu/ can actually be pronounced as [mu], since deletion of /u/ is optional for this prefix.

Now we are in position to discuss a prefix whose underlying representation can only be inferred indirectly. The prefix for class 3 nouns and adjectives is underlyingly /mu/, like the second-plural verbal subject prefix. Unlike the verb prefix, the vowel /u/ of the class 3 noun prefix always deletes, and /mu/ never appears as such on the surface – its underlying presence can only be inferred indirectly. A strong indication that this prefix is underlyingly /mu/ is the fact that it has exactly the same effect on a following consonant as the reduced form of the subject prefix mu has. It causes a voiced consonant to become nasalized.

(15) Infinitive Adjective (cl 3)
búundika m-muündiká ‘store’
láabuka n-naábuká ‘breakfast’
jiíngya ñ-ñiíngyá ‘enter’
góoñja ñ-ñoóñjá ‘sleep’

It forms a geminate nasal with a following nasal.

(16) Infinitive Adjective (cl 3)
máta m-matá.á ‘plaster’
múlíka m-mulíká ‘burn’
námata n-namátá ‘be sticky’
It also does not cause a following voiceless consonant to become voiced.

(17) **Infinitive** | **Adjective** (cl 3)
---|---
páanda | m-páándá ‘plant’
téléka | n-téléká ‘cook’
čóna | ň-čóná.á ‘sew’
kálánga | ň-kálánga ‘fry’

Another reason to believe that this prefix is underlyingly /mu/ is that when it comes before a stem beginning with a vowel, the prefix shows up as [mw] and the following vowel is lengthened.

(18) **Infinitive** | **Adjective** (cl 3)
---|---
álibika | mwaálibiká ‘break’
épuka | mweépúká ‘avoid’
úmba | mwúmbá ‘dig’
ótoka | mwóootóká ‘puncture’

Under the hypothesis that the class 3 prefix is /mu/, we automatically predict that the prefix should have this exact shape before a vowel, just as the uncontroversial prefix /mu/ marking second-plural subject has.

Finally, the data in (19) show that this prefix has the same effect of lengthening the preceding vowel as the second-plural subject prefix has.

(19) mwoógo ‘cassava’ mwoogoo m-móuí ‘rotten cassava’
      mplá ‘football’ mpláa m-púwá niká ‘broken football’
      nkota ‘sweets’ nkotáa n-nogá.á ‘good sweets’
      nkwa ‘spear’ nkwaá n-kóló ‘big spear’

The only reasonable assumption is that this prefix is underlyingly /mu/, despite the fact that the vowel u never actually appears as such. Direct attestation of a hypothesized underlying segment does provide very clear evidence for the segment in an underlying form, but underlying forms can also be established by indirect means, such as showing that one morpheme behaves in a manner parallel to some other which has a known and uncontroversial underlying form.

**Abstract /ai/ and /au/ in Sanskrit.** A significantly more abstract representation of the mid vowels [ɛː, ɔː] is required for Sanskrit. These surface vowels derive from the diphthongs /ai/, /au/, which are never phonetically manifested in the language. The surface vowels (syllabics) and diphthongs of Sanskrit are in (20).

(20) a i u ŋ ́ | aː eː iː oː uː ŋː  aːi aːu

Two things to be remarked regarding the inventory are that while the language has diphthongs with a long first element aːi, aːu, it has no
diphthongs with a short first element. Second, the mid vowels only appear as long, never short. These two facts turn out to be related.

One phonological rule of the language fuses identical vowels into a single long vowel. This process operates at the phrasal level, so examples are quite easy to come by, simply by combining two words in a sentence.

(21) na ‘not’ + asti ‘is’ → na:sti ‘is not’  
na ‘not’ + a:ste ‘he sits’ → na:ste: ‘he doesn’t sit’  
nadi: ‘river’ + iwa ‘like’ → nadi:iwa ‘like a river’  
yadi ‘if’ + i:çwarah ‘lord’ → yadi:çwarah ‘if the lord’  
nadi: ‘river’ + i:çwarah ‘lord’ → nadi:çwarah ‘lord river’  
sa:dhu ‘well’ + uktam ‘said’ → sa:dhu:ktam ‘well said’  

A second process combines long or short a with i and u (long or short), giving the long mid vowels e: and o:.

(22) ca ‘and’ + iha ‘here’ → ce:ha ‘and here’  
ca ‘and’ + uktam ‘said’ → co:ktam ‘and said’  
sa: ‘she’ + uktam ‘said’ → so:ktam ‘she said’  
sa: ‘she’ + i:çwarah ‘O Lord’ → se:çwarah ‘she, O Lord’

These data point to an explanation for the distribution of vowels noted in (20), which is that underlying ai and au become e: and o:, and that this is the only source of mid vowels in the language. This explains why the mid vowels are all long, and also explains why there are no diphthongs *ai, *au.

There is also a rule shortening a long vowel before another vowel at the phrasal level, which is why at the phrasal level /a:/ plus /i/ does not form a long diphthong [a:i].

There is a word-internal context where the short diphthongs ai and au would be expected to arise by concatenation of morphemes, and where we find surface e:, o: instead. The imperfective tense involves the prefixation of a-.

(23) bhar-at-i ‘he bears’ a-bhar-at ‘he bore’  
tuñj-at-i ‘he urges’ a-tuñj-at ‘he urged’  
wardh-at-i ‘he grows’ a-wardh-at ‘he grew’

If the stem begins with the vowel a, the prefix a- combines with following a to give a long vowel, just as a+a → a: at the phrasal level.

(24) aj-at-i ‘he drives’ a:j-at ‘he drove’  
añc-at-i ‘he bends’ a:ñc-at ‘he bent’

When the root begins with the vowels i, u, the resulting sequences ai(·), au(·) surface as long mid vowels:

(25) il-at-i ‘he is quiet’ e:l-at ‘he was quiet’  
i:kṣ-at-i ‘he sees’ e:kṣ-at ‘he saw’
These alternations exemplify the rule where /ai, au/ → [e:, o:].

We have shown that [a+i, a+u] surface as [e:, o:], so now we will concentrate on the related conclusion that [e:, o:] derive from underlying [ai, au]. One argument supporting this surface generalization is a surface generalization about vowel combinations, that when a combines with what would surface as word initial o: or e:, the result is a long diphthong a:u, a:i.

(26) a. ca ‘and’ + o:kšat ‘he sprinkled’ → ca:ukšat ‘and he sprinkled’
    ca ‘and’ + e:kšat ‘he saw’ → ca:ikšat ‘and he saw’

b. ca ‘and’ + ukšati ‘he sprinkles’ → co:kšati ‘and he sprinkles’
    ca ‘and’ + i:kšati ‘he sees’ → ce:kšati ‘and he sees’

This fusion process makes sense given the proposal that [e:] and [o:] derive from /ai/ and /au/. The examples in (26b) remind us that initial [e:, o:] in these examples transparently derive from /a+i/, /a+u/, because in these examples /a/ is the imperfective prefix and the root vowels u, i can be seen directly in the present tense. Thus the underlying forms of [ca:ukšat] and [ca:ikšat] are [ca#a-ukšat] and [ca#a-ikšat]. The surface long diphthong derives from the combination of the sequence of a’s into one long a:.

Other evidence argues for deriving surface [e:, o:] from /ai, au/. There is a general rule where the high vowels /i, u/ surface as the glides [y, w] before another vowel, which applies at the phrasal level in the following examples.

(27) e:ti ‘he comes’ + rši ‘seer’ → e:ty rši
    yadi ‘if’ + aham ‘I’ → yady aham
    yadi ‘if’ + aditya:h ‘sons of Aditi’ → yady aditya:h
    e:ti ‘she comes’ + uma: ‘Uma’ → e:ty uma:
    bhawatu ‘let it be’ + i:çwarah ‘Lord’ → bhawatw i:çwarah
    sadhu ‘well’ + e:ti ‘he comes’ → sadhw e:ti

The mid vowels [e:, o:] become [ay, aw] before another vowel (an optional rule, most usually applied, deletes the glide in this context, giving a vowel sequence).

(28) prabho: ‘O Master’ + e:ti ‘he comes’ → prabhaw e:ti
    wane: ‘in the forest’ + a:ste: ‘he sits’ → wanay a:ste:
    wane: ‘in the forest’ + e:ti ‘he comes’ → wanay e:ti
    prabho: ‘O Master’ + o:kšat ‘he sprinkled’ → prabhaw o:kšat

This makes perfect sense under the hypothesis that [e:, o:] derive from /ai, au/. Under that hypothesis, /wanai#astai/ undergoes glide formation before another vowel (just as /yadi#aham/ does), giving [wanay#a:ste:].

Abstractness in English. Now we will consider an abstract analysis whose legitimacy has been questioned: since the main point being made...
here is that abstract analyses can be well motivated, it is important to consider what is not sufficient motivation for an abstract analysis. A classic case of questionable abstractness is the analysis of English [ɔy] proposed in Chomsky and Halle 1968 (SPE), that [ɔy] derives from [œ]. In SPE, English vowels are given a very abstract analysis, with approximately the following relations between underlying and surface representations of vowels, where /i u/ and so forth represent tense vowels in the transcription used there.

\[
\begin{align*}
/i/ & \rightarrow [ay] & /u/ & \rightarrow [aw] \\
/e/ & \rightarrow [iy] & /o/ & \rightarrow [uw] \\
/o/ & \rightarrow [ey] & /e/ & \rightarrow [ow] \\
/æ/ & \rightarrow [ey] & /a/ & \rightarrow [ɔ]\end{align*}
\]

The first step in arguing for this representation is to defend the assumption that [ay], [aw] [iy], [uw], [ey], [ow] derive from /i undotted/, /u/, /e/, /o/, /æ/ and /a/. The claim is motivated by the Trisyllabic Laxing alternation in English which relates the vowels of divine ~ divinity ([ay] ~ [i]), profound ~ profundity ([aw] ~ [a]), serene ~ serenity ([iy] ~ [e]), verbose ~ verbosity ([ow] ~ [o]) and sane ~ sanity ([ey] ~ [æ]). These word pairs are assumed to be morphologically related, so both words in the pairs would have a common root: the question is what the underlying vowel of the root is. It is assumed that tense vowels undergo a process known as Vowel Shift, which rotates a tense vowel’s height one degree upward – low vowels become mid, mid vowels become high, and high vowels become low. Another process that is relevant is Diphthongization, which inserts a glide after a tense vowel agreeing in backness with that vowel. By those rules (and a few others), /sæn/ becomes [səyn], /serən/ becomes [sərəyn] and /dəvən/ becomes [dəvəyn]. By the Trisyllabic Laxing rule, when a tense vowel precedes the penultimate syllable of the word the vowel become lax, which prevents the vowel from shifting in height (shifting only affects tense vowels). Accordingly, [dəvəyn] and [dəvənətiy] share the root /dəvən/. In [dəvəyn], the tense vowel diphthongizes to [dəvəyn], which undergoes Vowel Shift. In /dəvən-iti/, the vowel /i/ instead undergoes Trisyllabic laxing, and therefore surfaces as [i].

In this way, SPE reduces the underlying vowel inventory of English to /i/ /u/ /e/ /o/ /æ/ /a/, plus the diphthong /ɔy/. Having eliminated most of the diphthongs from underlying representations, we are still left with one diphthong. In addition, there is an asymmetry in the inventory, that English has three out of four of the possible low tense vowels, lacking a front round vowel [œ]. It is then surmised that this gap in the system of tense vowels, and the remaining diphthong, can both be explained away simultaneously, if [ɔy] derives from underlying [œ]. Furthermore, given the system of rules in SPE, if there were a underlying vowel [œ], it would automatically become [ɔy].

Briefly, [œ] undergoes diphthongization to become əy because ə is a front vowel and the glide inserted by diphthongization has the same backness as the preceding tense vowel. The vowel ə is subject to backness
What constitutes a valid motivation? This analysis of [ɔy] is typical of highly abstract phonological analyses advocated in early generative phonology, where little concern was given to maintaining a close relation between surface and underlying forms. The idea of deriving [ɔy] from /œ/ is not totally gratuitous, since it is motivated by a desire to maintain a more symmetrical system of underlying representations. But the goal of producing symmetry in underlying representations cannot be maintained at all costs, and whatever merits there are to a symmetrical, more elegant underlying representation must be balanced against the fact that abstract underlying forms are inherently difficult for a child to learn. Put simply, the decision to analyze English vowels abstractly is justified only by an esoteric philosophical consideration – symmetry – and we have no evidence that this philosophical perspective is shared by the child learning the language. If achieving symmetry in the underlying form isn’t a sufficient reason to claim that [ɔy] comes from /œ/, what would motivate an abstract analysis?

Abstractness can easily be justified by showing that it helps to account for phonological alternations, as we have seen in Palauan, Tonkawa, Kimatuumbi, Hehe and Sanskrit. No such advantage accrues to an abstract analysis of [ɔy] in English. The only potential alternations involving [ɔy] are a few word pairs of questionable synchronic relatedness such as joint ~ juncture, point ~ puncture, ointment ~ unctious, boil ~ bullion, joy ~ jubilant, soil ~ sully, choice ~ choose, voice ~ vociferous, royal ~ regal. This handful of words gives no support to the abstract hypothesis. If underlying /œ/ were to undergo laxing, the result should be the phonetically nonexistant vowel [œ], and deriving the mixture of observed vowels [æ], [u], [uw], [ow], or [i] from [œ] would require rather ad hoc rules. The hypothesized underlying vowel system /ɪ u ɐ ɛ ɔ œ/ runs afoul of an otherwise valid implicational relation in vowel systems across languages, that the presence of a low front rounded vowel (which is one of the more marked vowels in languages) implies the presence of nonlow front round vowels. This typological implicational principle would be violated by this abstract analysis of English, which has no underlying /u, œ/: in other words, idealizations about underlying forms can conflict.

An important aspect of the argument for [ɔy] as /œ/ is the independent motivation for the rules that would derive [ɔy]. The argument for those rules, in particular Vowel Shift, is not ironclad. Its motivation in synchronic English hinges on alternations of the type divine ~ divinity, profound ~ profundity, but these alternations are lexically restricted and totally unproductive in English (unlike the phonological alternations in the form of the plural suffix as well as the somewhat productive voicing
alternation in life ∼ lives). A consequence of the decision to analyze all cases of [ay] as deriving from /i/ is that many other abstract assumptions had to be made to explain the presence of tense vowels and diphthongs in unexpected positions (such as before the penultimate syllable).

To account for the contrast between contrite ∼ contrition, where /i/ becomes lax and t → ŋ, versus right ∼ righteous, where there is no vowel laxing and t → ʃ, it was claimed that the underlying form of right is /rix/, and rules are developed whereby /ixC/ → [ayC]. Abstract /x/ is called on to explain the failure of Trisyllabic Laxing in the word nightingale, claimed to derive from /nixtVngæl/. To explain the failure of Trisyllabic Laxing in words like rosary, it is assumed that the final segment is /y/ and not /i/, viz. /rɔsVry/. Other examples are that the contrast between veto (with no flapping and a secondary stress on [o]) vs. motto (with flapping and no stress on [o]) was predicted by positing different vowels – /mɔtʊ/ vs. /vɛtʊ/, even though the vowel qualities are surface identical. Words such as relevance are claimed to contain an abstract nonhigh front glide, whose function is to trigger assimilation of /t/ and then delete, so relevance would derive from /relevant/, the symbol /r/ representing a nonsyllabic nonhigh front vocoid (a segment not attested in any language to date).

It is not enough to just reject these analyses as being too abstract, since that circularly answers the abstractness controversy by fiat. We need to pair that rejection with an alternative analysis that states what we do do with these words, and this reanalysis formed a significant component of post-SPE research. More importantly, we need to identify the methodological assumptions that resulted in these excessively abstract analyses. One point which emerged from this debate is that a more conservative stance on word-relatedness is called for. A core assumption in phonological analysis is that underlying representations allow related words to be derived from a unified source by rules. The concept “related word” needs to be scrutinized carefully, because liberally assuming that “related words” have common underlying forms can yield very abstract analyses.

**Word relatedness.** Consider word pairs such as happy/glad, tall/long, and young/old. Such words are “related,” in having similar semantic properties, but they are not morphologically related, and no one would propose deriving happy and glad from a single underlying root. Nor would anyone propose treating such pairs as brain/brandy, pain/pantry, grain/grant as involving a single underlying root, since there is no semantic relation between members of the pair. Pairs such as five/punch are related historically, but the connection is known only to students of the history of English. The words father and paternal are related semantically and phonologically, but this does not mean that we can derive father and paternal from a common root in the grammar of English. It may be tempting to posit relations between choir and chorus, shield and shelter, or hole and hollow, but these do not represent word-formation processes of modern English grammar.

The concept of “relatedness” that matters for phonology is in terms of morphological derivation: if two words are related, they must have some morpheme in common. It is uncontroversial that words such as cook and
cooked or book and books are morphologically related: the words share common roots cook and book, via highly productive morphological processes which derive plurals of nouns and past-tense forms of verbs. An analysis of word formation which failed to capture this fact would be inadequate. The relation between tall and tallness or compute and computability is similarly undeniable. In such cases, the syntactic and semantic relations between the words is transparent and the morphological processes represented are regular and productive.

Some morphological relations are not so clear: -ment attaches to some verbs such as bereavement, achievement, detachment, deployment, payment, placement, allotment, but it is not fully productive since we don’t have *think-ment, *takement, *allowment, *intervenement, *computement, *givement. There are a number of verb/noun pairs like explain/explanation, decline/declination, define/definition, impress/impression, confuse/confusion which involve affixation of -(Vt)-ion, but it is not fully productive as shown by the nonexistence of pairs like contain/*contanation, refine/*refination, stress/*stression, impose/*imposion, abuse/*abusion. Since it is not totally predictable which -ion nouns exist or what their exact form is, these words may just be listed in the lexicon. If they are, there is no reason why the words could not have slightly different underlying forms.

It is thus legitimate to question whether pairs such as verbose/verbosity, profound/profundity, divine/divinity represent cases of synchronic derivation from a single root, rather than being phonologically and semantically similar pairs of words, which are nevertheless entered as separate and formally unrelated lexical items. The question of how to judge formal word-relatedness remains controversial to this day, and with it, many issues pertaining to phonological abstractness.

9.2 Independent evidence: historical restructuring

Paul Kiparsky’s seminal 1968 paper “How abstract is phonology?” raises the question whether limits on abstractness are possible and desirable. Kiparsky’s concern is the postulation of segments which are never realized, where a language is assumed to have an underlying distinction between two segments which are always phonetically merged. A classic example is Hungarian, which has a vowel harmony rule where suffix vowels agree with the preceding vowel in backness, e.g. hassz-am ‘my house,’ fül-em ‘my ear,’ víz-em ‘my water.’ A small number of roots with the front vowels [iː i ɛː] always have back vowels in suffixes, e.g. hajam ‘my rind,’ nyíl-am ‘my arrow.’ The abstract analysis is that these roots have underlying back vowels [iː i ɔː], which later become front vowels. This move makes these roots phonologically regular. The reasoning is that since these front vowels seem to act as though they are back vowels, in terms of the vowel harmony system, maybe they really are back vowels at a deeper level.

Kiparsky terms this kind of analysis absolute neutralization, to be distinguished from contextual neutralization. In contextual neutralization, the distinction between two underlying segments is neutralized in some contexts, but is preserved in others. Final devoicing in Russian is
contextual neutralization because in the words /porok/ and /porog/, the distinction between k and g is neutralized in the nominative singular [porok], but is maintained in genitive [poroka] vs. [poroga]. With absolute neutralization, the distinction is eliminated in all contexts, and thus in Hungarian, [i] is always neutralized with /i/. Kiparsky argues that while contextual neutralization is common and has demonstrable psychological reality, absolute neutralization is a theoretically constructed fiction.

In arguing against absolute neutralization, Kiparsky faces the challenge that a number of cases of such abstractness had been postulated, so good reasons for rejecting those analyses must be found. Kiparsky focuses on the extent to which the psychological reality of theoretical constructs can be measured – this is an important consideration since linguistic theories are usually intended to be models of the psychological processes underlying linguistic behavior. The problem is that it is impossible to directly test whether linguistic constructs are psychologically valid by any simple or obvious tests. Linguistic properties are highly abstract, and not easily tested in the same way that one can experimentally test the ability to perceive touch or distinguish colors or sounds. Kiparsky argues that one can, in certain circumstances, use the pattern of language change as a theory-external test of grammatical theories. It is argued that historical sound change can provide just such a test.

An abstract phonological distinction cannot be justified on the basis of the fact that two historically distinct sounds merge in the history of a language, so even if it were shown that Hungarian hej ‘rind’ and nyil ‘my arrow’ derived from earlier *he:j and *nyil, this would not be evidence for an abstract underlying form in modern Hungarian. A child learning the language has no access to this kind of historical information. What Kiparsky points out is that you can inspect a later stage of a language to learn about the analysis of a language that was actually given at an earlier stage of the language, and then adduce general principles about grammars based on such independent evidence.

### 9.2.1 Yiddish final devoicing

The history of Yiddish devoicing is one example of such evidence. In the oldest forms of German, represented by Old High German, there was no restriction against word-final voiced consonants, so Old High German had words like tag ‘day’ ~ taga ‘days,’ gab ‘he gave’ ~ gàbumes ‘we gave,’ sneid ‘he cut’ ~ snìdan ‘to cut,’ hand ‘hand,’ land ‘land.’ Between 900 and 1200 in the Middle High German period, a rule of devoicing was added, which resulted in tac ‘day’ ~ tage ‘days,’ gap ‘he gave’ ~ gàben ‘we gave,’ sneit ‘he cut’ ~ snìden ‘to cut,’ hant ‘hand’ ~ hende ‘hands,’ wèc ‘road’ ~ wèges ‘roads.’

Around this time, Yiddish began to develop as a language separate from German, and would have shared this devoicing rule. Devoicing of final consonants in Yiddish is attested in manuscripts from the thirteenth century where the word for ‘day’ is written <tak>, using the letter kuf [k] and not gimel [g]. In some dialects, such as Central and Western Yiddish, this devoicing persists up to today, where you find tak ‘day’ ~ tag-n ‘days,’ lant
‘land’ ~ lend-ər ‘lands,’ with the stem-final voiced consonants of /tag/ and
/lənd/ undergoing final devoicing in the singular. In some dialects such as
the Northeastern dialect of Yiddish, the devoicing rule was lost from the
grammar, so that dialect has tog ‘day’ ~ tog-n ‘days,’ where the originally
voiced consonant reappears as voiced. This process where an earlier sound
change is dropped from the grammar is known as reversal of sound
change: consonants revert to their original state found before the sound
change applied.

There are mysterious exceptions to restoration of original voiced conso-
nants. One case is the word gelt ‘money,’ which derives historically from
geld with a voiced consonant. The reason for the different treatments of
gelt and tag, words which both ended with voiced consonants at earlier
stages of the language, is the difference in the presence or absence of
phonological alternations within the paradigm of a word. In the case of
tag, the plural form had a suffix -n, and so while the singular was subject
to devoicing, the plural was not: this word had the paradigmatic alterna-
tions [tak] ~ [tagn]. On the basis of these alternations, a child learning the
language would have no problem discovering that the underlying form of
the stem is /tag/. It is expected that once the final devoicing rule is lost,
the underlying form /tag/ resurfaces since there is no longer a devoicing
rule.

In the word gelt, the situation was different. There was no inflectional
ending which followed this particular noun. At the earliest stages of the
language, a child learning the language only encounters [geld], and there
would be no basis for assuming that the underlying form is anything
other than /geld/. When the devoicing rule was added to the grammar, the
pronunciation of the word changed to [gelt]. Since this particular conso-
nant was always word-final, the devoicing rule would have always applied
to it, so the stem only had the phonetic form [gelt]. Although either /geld/
or /gelt/ as underlying form would yield the surface form [gelt], there is no
reason to assume that the surface and underlying forms are different. A
priori criteria may support one decision or the other, but what we need to
know is, what independent test tells us that our reasoning is correct? The
loss of the devoicing rule provides exactly the needed empirical test: it
allows us to know what underlying form Yiddish-learning children must
have assumed at this earlier stage. Knowing the actual underlying form
provides an important insight into the learning strategies that children
make during language acquisition.

When the devoicing rule was added, there were no alternations in gelt
so a child would have no reason to assume that the underlying form of the
word is anything other than /gelt/. The child never hears geld, and has no
reason to think that the underlying form is different from /gelt/. At an
even later stage, the rule of final devoicing is dropped from the grammar
of certain dialects. This allows the underlying and historically original
voiced consonant of tag to be pronounced again, since it is no longer sub-
ject to devoicing and thanks to the paradigmatic k ~ g alteration the
underlying form was established as being /tag/. This rule loss has no effect
on gelt, since despite being derived historically from a voiced consonant,
the final consonant of the stem had been reanalyzed as /t/ – a reanalysis predicted by the presumption that an underlying form is different from the surface form only if there is good reason for assuming so. Because there are no alternations for this word, there was no reason to assume an abstract underlying form.

Another important kind of exception to the reversal of devoicing is seen in the adverb avek ‘away.’ This word was originally aveg, with a voiced consonant. This adverb also had no inflected relatives which allowed the underlying voicing of the final consonant to be unambiguously determined, so once the devoicing rule was added to the grammar, it was impossible to determine whether the underlying form was /avek/ or /aveg/. Again, starting from the assumption that underlying forms do not deviate from surface forms without reason, there is no reason to assume that phonetic [avek] derives from anything other than /avek/, since the word is actually pronounced [avek]. The fact that the underlying form is directly revealed as avek in the dialects which dropped devoicing supports this decision.

The example also reveals something interesting about what might (but does not) constitute a “reason” for abstractness. The adverb avek is historically related to the noun veg ‘way.’ The voicing of the last consonant in the noun stem can be recovered within the paradigm given the earlier alternations vek ‘way’ ~ vegn ‘ways,’ because the singular and plural forms of the noun are clearly related to each other. The evidence from the plural noun had no impact on the child’s selection of the underlying form for the adverb, since there is no synchronic connection between the adverb and the noun – no process derives nouns and adverbs from a unified source, so nothing connects the words for ‘way’ and ‘away.’ The divergence of veg and avek in Yiddish points out that you cannot freely assume that any two phonetically and semantically similar words are actually derived from a single underlying form.

9.2.2 Historical evidence and the treatment of absolute neutralization

Kiparsky draws two main conclusions from this and similar cases. First, he points out that in lieu of alternations supporting abstractness, the surface and underlying forms should be assumed to be identical: alternations are central to supporting an abstract underlying form. Second, and more controversially, these examples are used in an argument against the psychological reality of absolute neutralization. The argument is as follows. Cases such as Yiddish show the psychological reality of contextual neutralization, since it can be reversed. However, there is no known case where absolute neutralization has been historically reversed: if absolute neutralization had the psychological reality of contextual neutralization, we would expect to find a reversal of absolute neutralization, and we have not. Therefore, putative cases of absolute neutralization lack psychological reality.

Kiparsky proposes that morphemes which seem to motivate abstract segments are simply lexical exceptions to the rule in question: they fail to undergo or trigger a rule. For the problematic roots of Hungarian where
front vowels seem to trigger back harmony, such as he:j-am ‘my rind,’ nyi:l-am ‘my arrow,’ the proposal is that these roots are marked as exceptions to vowel harmony. On the assumption that harmonizing suffixes all contain underlying back vowels, the fact that back vowels appear in suffixes after these roots boils down to the fact that the suffixes have underlying back vowels, and since these roots do not trigger vowel harmony the underlying vowel quality is preserved on the surface.

### 9.3 Well-motivated abstractness

While it is certainly true that some putative processes of absolute neutralization are not well supported and the abstract property only diacritically marks a root as an exception to one rule, there are internally well-supported cases of absolute neutralization. Two famous cases are Yawelmani discussed by Kisseberth (1969), and Maltese discussed by Brame (1972).

#### 9.3.1 Yawelmani /u:/

Aspects of Yawelmani have been discussed in chapter 7. Two of the most important processes are vowel harmony and vowel shortening. The examples in (30) demonstrate the basics of vowel harmony: a suffix vowel becomes rounded if it is preceded by a round vowel of the same height.

\[
\text{(30) Nonfuture Imperative Dubitative Passive aorist}
\]

<table>
<thead>
<tr>
<th></th>
<th>xat-hin</th>
<th>xat-k’a</th>
<th>xat-al</th>
<th>xat-it</th>
<th>‘eat’</th>
</tr>
</thead>
<tbody>
<tr>
<td>xat-hin</td>
<td>xat-k’a</td>
<td>xat-al</td>
<td>xat-it</td>
<td>‘eat’</td>
<td></td>
</tr>
<tr>
<td>dub-hun</td>
<td>dub-k’a</td>
<td>dub-al</td>
<td>dub-ut</td>
<td>‘lead by hand’</td>
<td></td>
</tr>
<tr>
<td>xil-hin</td>
<td>xil-k’a</td>
<td>xil-al</td>
<td>xil-it</td>
<td>‘tangle’</td>
<td></td>
</tr>
<tr>
<td>k’oʔ-hin</td>
<td>k’oʔ-k’o</td>
<td>k’oʔ-ol</td>
<td>k’oʔ-it</td>
<td>‘throw’</td>
<td></td>
</tr>
</tbody>
</table>

Thus the root vowel /o/ has no effect on the suffixes /hin/ and /it/ but causes rounding of /k’a/ and /al/ — and the converse holds of the vowel /u/.

The data in (31) show that long vowels cannot appear before two consonants. These stems have underlying long vowels and, when followed by a consonant-initial affix, the vowel shortens.

\[
\text{(31) Nonfuture Imperative Dubitative Passive aorist}
\]

<table>
<thead>
<tr>
<th></th>
<th>dos-hin</th>
<th>dos-k’o</th>
<th>dos-al</th>
<th>dos-it</th>
<th>‘report’</th>
</tr>
</thead>
<tbody>
<tr>
<td>dos-hin</td>
<td>dos-k’o</td>
<td>dos-al</td>
<td>dos-it</td>
<td>‘report’</td>
<td></td>
</tr>
<tr>
<td>šap-hin</td>
<td>šap-k’a</td>
<td>šap-al</td>
<td>ša:p-it</td>
<td>‘burn’</td>
<td></td>
</tr>
<tr>
<td>mek’-hin</td>
<td>mek’-k’a</td>
<td>mek’-al</td>
<td>me:k’-it</td>
<td>‘swallow’</td>
<td></td>
</tr>
</tbody>
</table>

Another class of verb roots has the surface pattern CVCV:C – the peculiar fact about these roots is that the first vowel is always a short version of the second vowel.

\[
\text{(32) Nonfuture Imperative Dubitative Passive aorist}
\]

<table>
<thead>
<tr>
<th></th>
<th>p’a’axat-hin</th>
<th>p’a’axat-k’a</th>
<th>p’a’axat-al</th>
<th>p’a’axat-it</th>
<th>‘mourn’</th>
</tr>
</thead>
<tbody>
<tr>
<td>p’a’axat-hin</td>
<td>p’a’axat-k’a</td>
<td>p’a’axat-al</td>
<td>p’a’axat-it</td>
<td>‘mourn’</td>
<td></td>
</tr>
<tr>
<td>?opot-hin</td>
<td>?opot-k’o</td>
<td>?opot-al</td>
<td>?opot-it</td>
<td>‘arise from bed’</td>
<td></td>
</tr>
<tr>
<td>yawal-hin</td>
<td>yawal-k’a</td>
<td>yawal-al</td>
<td>yawal-it</td>
<td>‘follow’</td>
<td></td>
</tr>
</tbody>
</table>
There are problematic roots in (33). Although the stem vowel is a mid vowel, a following nonhigh vowel does not harmonize – they seem to be exceptions. Worse, a high vowel does harmonize with the root vowel, even though it does not even satisfy a basic phonological requirement for harmony (the vowels must be of the same height).

(33) Nonfuture Imperative Dubitative Passive aorist
c’om-hun c’om-k’a c’o:m-al c’o:m-ut ‘destroy’
šo:g-hun šo:g-k’a šo:g-al šo:g-ut ‘uncork’
wo:?uy-hun wo:?uy-k’a wo:?y-al wo:?y-ut ‘fall asleep’
do:lul-hun do:lul-k’a doll-al doll-ut ‘climb’

A noteworthy property of such roots is that their vowels are always long. There is another irregularity connected with certain surface mid vowels. The data in (34) illustrate a set of CVCVV(C) roots, where, as we noticed before, the two vowels are otherwise identical. In these verbs, the second long vowel is a nonhigh version of the first vowel.

(34) Nonfuture Imperative Dubitative Passive aorist
hiwet-hin hiwet-k’a hiwe:t-al hiwe:t-it ‘walk’
ʔile:-hin ʔile-k’ ʔile-l ʔile-t ‘fan’
šudok’-hun šudok’-k’a šudo:k’-al šudo:k’-ut ‘remove’
t’unoy-hun t’unoy-k’a t’uno:y-al t’uno:y-ut ‘scorch’
c’uyo:-hun c’uyo-k’ c’uyo-l c’uyo-t ‘urinate’

The surface mid vowels of these stems act irregularly for harmony – they do not trigger harmony in mid vowels, so they do not act like other mid vowels. They also exceptionally trigger harmony in high vowels, as only high vowels otherwise do.

When you consider the vowels of Yawelmani – [i e a o u e: o: a:] – you see that long high vowels are lacking in the language. The preceding mysteries are solved if you assume, for instance, that the underlying stem of the verb ‘scorch’ is /tunu:y/. As such, the root would obey the canonical restriction on the vowels of a bivocalic stem – they are the same vowel – and you expect /u:/ to trigger harmony on high vowels but not on mid vowels, as is the case. A subsequent rule lowers /u:/ to [o:], merging the distinction between underlying [o:] and [u:].

The assumption that /u:/ becomes [o:] and therefore some instances of [o:] derive from [u:] explains other puzzling alternations. There is a vowel shortening process which applies in certain morphological contexts. One context is the causative, which adds the suffix -a:la and shortens the preceding stem vowel.

(35) Nonfuture plain Nonfuture causative
tis-hin tis:a:la-hin ‘come out’
hoyo:-hin hoy-o:lo-hin ‘have a name’
mek’-hin mik’a:la-hin ‘eat’
c’om-hun c’um-a:la-hin ‘destroy’
We have seen in (33) that the root [c’o:m] has the phonological characteristics of an abstract vowel, so given the surface-irregular pattern of vowel harmony in c’om-hun, c’om-k’a we can see that the underlying vowel must be a high vowel. The fact that the vowel actually shows up as a high vowel as a result of the morphologically conditioned shortening rule gives further support to the hypothesized abstract underlying vowel.

The approach which Kiparsky advocates for absolute neutralization does not work for Yawelmani: these words are not exceptions. Being an exception has a specific meaning, that a given morpheme fails to undergo or trigger a rule which it otherwise would undergo. The fact that vowel harmony does not apply in c’o:m-al can be treated as exceptionality. But this root does actually trigger vowel harmony, as shown by c’o:m-ut, and such application is problematic since the rule is applying when the formal conditions of the rule are not even satisfied on the surface. Marking a root as an exception says that although the root would be expected to undergo a rule, it simply fails to undergo the rule. What we have in Yawelmani is something different – a form is triggering a rule even though it should not. The exceptionality analysis also offers no account of stems such as c’uyu-hun, where the first vowel should have been a copy of the second vowel but instead shows up as a high vowel; nor does the exceptionality account have any way to explain why the “exceptional” roots show up with high vowels when the root is subject to morphological vowel shortening as in c’om-hun → c’um-a:la:hin.

9.3.2 Maltese /ʕ/

Another well-supported case of absolute neutralization comes from Maltese. We will just outline the basics of the argument: you should read Brame (1972) to understand the full argument. After outlining some basic phonological processes, we consider examples which seem superficially inexplicable, but which can be explained easily if we posit an abstract underlying consonant /ʕ/.

9.3.2.1 Basic Maltese phonology

Stress and apocope. (36) exemplifies two central processes of the language, namely stress assignment and apocope. Disregarding one consonant at the end of the word, the generalization is that stress is assigned to the last heavy syllable – one that ends in a (nonfinal) consonant or one with a long vowel.

(36) séna ‘year’ sultáan ‘king’
?attúus ‘cat’ hduura ‘greenness’
hátaf ‘he grabbed’ béza? ‘he spat’
hátf-et ‘she grabbed’ béz?-et ‘she spat’
htáf-t ‘I grabbed’ bzá?-t ‘I spat’
htáf-na ‘we grabbed’ bzá?-na ‘we spat’

The second group illustrates apocope, which deletes an unstressed vowel followed by CV. The underlying stem of the word for ‘grabbed’ is /hataf/,
seen in the third-singular masculine form. After stress is assigned in third-singular feminine /hátəč-et/, (37) gives surface [hataf-et].

\[(37)\]
\[
\begin{align*}
V & \rightarrow \emptyset / _{-} CV \\
\text{Apocope}
\end{align*}
\]

In [hataf-t] stress is assigned to the final syllable since that syllable is heavy (only one final consonant is disregarded in making the determination whether a syllable is heavy), and therefore the initial vowel is deleted giving [hṭāfi].

**Unstressed reduction and harmony.** Two other rules are unstressed-vowel reduction and vowel harmony. By the former process, motivated in (38), unstressed \(i\) reduces to \(e\). The third-singular feminine suffix is underlyingly /-it/, which you can see directly when it is stressed. The underlying form of kitēb is [kitib]. When stress falls on the first syllable of this root, the second syllable reduces to \(e\), but when stress is final, the second syllable has \(i\).

\[(38)\]
\[
\begin{align*}
\text{hāf-et} & \quad \text{‘she grabbed’} \\
\text{həft-kom} & \quad \text{‘she grabbed you (pl)’} \\
\text{bəʔ-ət} & \quad \text{‘she spat’} \\
\text{bəʔ-ii-ek} & \quad \text{‘she spat at you’} \\
\text{kitēb} & \quad \text{‘he wrote’} \\
\text{kīb-t} & \quad \text{‘I wrote’}
\end{align*}
\]

Thus the following rule is motivated.

\[(39)\]
\[
\begin{align*}
i & \rightarrow [-hi] \\
\text{Unstressed V-reduction}
\end{align*}
\]

By vowel harmony, /i/ becomes [o] when preceded by \(o\).

\[(40)\]
\[
\begin{align*}
\text{kōrob} & \quad \text{‘he groaned’} \\
\text{kōrb-ot} & \quad \text{‘she groaned’} \\
\text{šōrob} & \quad \text{‘he drank’} \\
\text{šōrb-ot} & \quad \text{‘she drank’}
\end{align*}
\]

Surface kōrb-ot derives from /korob-it/ by applying stress assignment, the vowel harmony in (41), and apocope.

\[(41)\]
\[
\begin{align*}
i & \rightarrow [+round] / V \\
\text{C₀} & \quad [-] +round \\
\text{Harmony}
\end{align*}
\]

**Epenthesis.** The data in (42) illustrate another rule, which inserts [i] before a word-initial sonorant that is followed by a consonant.

\[(42)\]
\[
\begin{align*}
\text{lāʔ-at} & \quad \text{‘he hit’} \\
\text{lāʔ-ət} & \quad \text{‘she hit’} \\
\text{ilʔ-at} & \quad \text{‘I hit’} \\
\text{ilʔ-at-na} & \quad \text{‘we hit’} \\
\text{mārad} & \quad \text{‘he became sick’} \\
\text{mārd-ət} & \quad \text{‘she became sick’} \\
\text{imrād-t} & \quad \text{‘I became sick’} \\
\text{imrād-na} & \quad \text{‘we became sick’}
\end{align*}
\]

Surface kōrb-ot derives from /korob-it/ by applying stress assignment, the vowel harmony in (41), and apocope.
Stress assignment and apocope predict /laʔat-na/ → lʔát-na: the resulting consonant cluster sonorant plus obstruent sequence is eliminated by the following rule:

(43) \( \emptyset \rightarrow i / \# \_ [+\text{sonor}] \text{C} \quad \text{Epenthesis} \)

**Regressive harmony and precoronal fronting.** These rules apply in the imperfective conjugation, which has a prefix ní- ‘1st person,’ tí- ‘2nd person’ or yí- ‘3rd person’ plus a suffix -u ‘plural’ for plural subjects. The underlying prefix vowel \( i \) is seen in the following data:

(44) ní-msah ‘I wipe’ tí-msah ‘you wipe’
    ní-šbah ‘I resemble’ tí-šbah ‘you resemble’
    ní-kteb ‘I write’ tí-kteb ‘you write’
    ní-tlef ‘I lose’ tí-tlef ‘you lose’

When the first stem vowel is \( o \), the prefix vowel harmonizes to \( o \):

(45) nó-bzoʔ ‘I spit’ tó-bzoʔ ‘you spit’
    nó-krob ‘I groan’ tó-krob ‘you groan’
    nó-hlom ‘I dream’ tó-hlom ‘you dream’
    nóʔtol ‘I kill’ tóʔtol ‘you kill’
    nó-rbot ‘I tie’ tó-rbot ‘you tie’
    nóʔtol ‘I hit’ tóʔtol ‘you hit’

This can be explained by generalizing harmony (41) so that it applies before or after a round vowel. The nature of the stem-initial consonant is important in determining whether there is surface harmony; if the first consonant is a coronal obstruent, there appears to be no harmony.

(46) ní-drob ‘I wound’ tí-drob ‘you wound’
    ní-tlob ‘I pray’ tí-tlob ‘you pray’
    ní-skot ‘I become silent’ tí-skot ‘you become silent’
    ní-zloʔ ‘I slip’ tí-zloʔ ‘you slip’
    ní-shrob ‘I drink’ tí-shrob ‘you drink’

Examples such as nó-bzoʔ show that if the coronal obstruent is not immediately after the prefix vowel, harmony applies. The explanation for apparent failure of harmony is simply that there is a rule fronting \( o \) when a coronal obstruent follows.

(47) \( o \rightarrow [\neg\text{back}] / \_ \_ [+\text{cor}] \)

**Guttural lowering.** Another process lowers /i/ to \( a \) before the “guttural” consonants ꞏ and ꞔ:
(48) náʔsam 'I divide' táʔsam 'you divide'
náʔbel 'I agree' táʔbel 'you agree'
náʔhrab 'I flee' táʔhrab 'you flee'
náʔleb 'I milk' táʔleb 'you milk'

This motivates the following rule:

(49) \( i \rightarrow [+\text{low}] / \underline{C} \) guttural lowering
    \( [+\text{low}] \)

**Metathesis.** (50) and (51) illustrate another process. When the stem has a medial obstruent, the prefix vowel is stressed and the stem vowel deletes before -\( u \).

(50) ní-msaʔ 'I wipe' ní-ms \( -u \) 'we wipe'
nó-bzoʔ 'I spit' nó-bz \( -u \) 'we spit'
ní-dhlo 'I enter' ní-dhl \( -u \) 'we enter'
náʔsam 'I divide' náʔsm \( -u \) 'we divide'
náʔdhem 'I work' náʔdm \( -u \) 'we work'

This is as expected: underlying /ni-msaʔ-\( u \)/ is stressed on the first syllable, and the medial unstressed vowel deletes because it is followed by CV. The example [nóbz\( u \)] from /ni-bzoʔ-\( u \)/ shows that harmony must precede apocope, since otherwise apocope would have deleted the stem vowel which triggers harmony.

When the second stem consonant is a sonorant, in the presence of the suffix -\( u \) the prefix has no stress, and the stem retains its underlying vowel, which is stressed. Unstressed \( i \) reduces to [e], so [ni-dneb] derives from /ni-dnib/. The underlying high vowel is revealed with the stem vowel is stressed, as in [nidinb\( u \)].

(51) ni-dneb 'I sin' ni-dn \( b-u \) 'we sin'
ní-tleb 'I lose' ni-tl \( f-u \) 'we lose'
ní-tlob 'I pray' ni-tl \( b-u \) 'we pray'
nó-krob 'I groan' no-kór \( b-u \) 'we groan'
nóʔmos 'I kick' noʔóm \( s-u \) 'we kick'
náʔhrab 'I flee' na-hár \( b-u \) 'we flee'
náʔh \( r-a \) 'I burn' na-hár \( r-u \) 'we burn'
náʔleb 'I overturn' naʔil \( b-u \) 'we overturn'

Based solely on stress assignment and apocope, as illustrated in (50), we would predict *ni\( dnbu \), *nó\( tblu \). This again would result in an unattested consonant cluster in the syllable onset – a sonorant followed by an obstruent – which is avoided by a process of vocalic metathesis whereby ni-tl \( f-u \) \( \rightarrow \) ni-tl \( fu \).

(52) \( V \ C \ C \ V \_ \ C \ V \rightarrow V \ C \ V \_ \ C \ C \ V \) Metathesis
    \([+\text{son}]\)
In some stems which undergo (52), the vowel alternates between \(i\) and \(a\):

\[
\begin{align*}
(53) & \text{ni-fra}^{\text{h}} & \text{‘I rejoice’} & \text{ni-fir}^{\text{h}} & \text{‘we rejoice’} \\
& \text{ni-tla}^{\text{h}} & \text{‘I leave’} & \text{ni-til}^{\text{h}} & \text{‘we leave’} \\
& \text{ni-sra}^{\text{h}} & \text{‘I steal’} & \text{ni-sir}^{\text{h}} & \text{‘we steal’}
\end{align*}
\]

The underlying stem vowel is \(/i/\) in these cases. When no vowel suffix is added, underlying \(/ni-frI/\) becomes \([ni-frA]\) by Guttural Lowering (49). When \(-u\) is added, metathesis moves underlying \(i/\) away from the guttural consonant which triggered lowering, hence the underlying vowel is directly revealed.

**Stems with long vowels.** The stems which we have considered previously are of the underlying shape CVCVC. There are also stems with the shape CVVC, illustrated in the perfective aspect in (54):

\[
(54) \begin{align*}
& \text{d\aa}^{\text{r}} & \text{‘he turned’} & \text{s\aa} & \text{‘it (masc) grew ripe’} \\
& \text{d\aa-et} & \text{‘she turned’} & \text{s\aa-et} & \text{‘it (fem) grew ripe’} \\
& \text{d\aa-r-u} & \text{‘they turned’} & \text{s\aa-r-u} & \text{‘they grew ripe’} \\
& \text{d\or-t} & \text{‘I turned’} & \text{s\i-r-t} & \text{‘I became ripe’} \\
& \text{d\or-na} & \text{‘we turned’} & \text{s\i-r-na} & \text{‘we became ripe’} \\
& \text{d\or-tu} & \text{‘you turned’} & \text{s\i-r-tu} & \text{‘you became ripe’}
\end{align*}
\]

These stems exhibit a process of vowel shortening where \(aa\) becomes \(o\) or \(i\) (the choice is lexically determined) before a CC cluster.

\[
(55) \text{aa} \rightarrow i, o / \_ \text{CC}
\]

When the imperfective prefixes \(ni-, ti-\) are added to stems beginning with a long vowel, stress is assigned to that vowel and the prefix vowel is deleted. In the case of the first-person prefix \(/ni/\), this results in an initial nC cluster, which is repaired by inserting the vowel \(i\).

\[
(56) \begin{align*}
& \text{in-d\uu-ur} & \text{‘I turn’} & \text{in-siir} & \text{‘I become ripe’} \\
& \text{t-d\uu-ur} & \text{‘you turn’} & \text{t-siir} & \text{‘you become ripe’} \\
& \text{in-s\uu-u?} & \text{‘I drive’} & \text{in-zi\dd} & \text{‘I add’} \\
& \text{t-s\uu-u?} & \text{‘you drive’} & \text{t-zi\dd} & \text{‘you add’}
\end{align*}
\]

From \(/ni-duur/\), you expect stress to be assigned to the final syllable because of the long vowel. Since the vowel of \(/ni/\) is unstressed and in an open syllable, it should delete, giving \(nd\uu-ur\). The resulting cluster then undergoes epenthesis.

**9.3.2.2 Apparent irregularities.** A number of verbs seem to be irregular, and yet they are systematic in their irregularity: the irregularity is only in terms of the surface form, which can be made perfectly regular by positing an abstract underlying consonant \(/\Y/\). One set of examples is seen in
the data in (57), where the stem contains a surface long vowel. This long vowel is unexpectedly skipped over by stress assignment, unlike verbs with underlying long vowels such as in-diūr ‘I turn’ seen in (54).

\[
\begin{array}{llll}
\text{(57)} & \text{nī-sōol} & \text{‘I cough’} & \text{nī-sōol-u} & \text{‘we cough’} \\
& \text{nī-lāab} & \text{‘I play’} & \text{nī-lāab-u} & \text{‘we play’} \\
& \text{nī-baat} & \text{‘I send’} & \text{nī-baāt-u} & \text{‘we send’} \\
& \text{nōʔ-ōod} & \text{‘I stay’} & \text{nōʔ-ōod-u} & \text{‘we stay’} \\
& \text{nō-bood} & \text{‘I hate’} & \text{nō-bood-u} & \text{‘we hate’} \\
\end{array}
\]

The location of stress and the retention of the prefix vowel in nōʔ-ōod is parallel to the retention of the prefix vowel in other tri-consonantal stems in (44)–(48), such as nī-msāh ‘I wipe.’ If the underlying stem of nī-sōol had a consonant, i.e. were /sXol/ where X is some consonant yet to be fully identified, the parallelism with nī-msāh and the divergence from in-diūr would be explained. The surface long vowel in nīsōol would derive by a compensatory lengthening side effect coming from the deletion of the consonant X in /nī-sXol/.

Another unexpected property of the stems in (57) is that when the plural suffix -u is added, the prefix vowel is stressless and unelided in an open syllable, and the stress shifts to the stem, e.g. nī-sōol-u ‘we cough.’ Thus, contrast nī-sōol-u with nī-msḥ-u ‘we wipe,’ which differ in this respect, and compare nī-sōol-u to nī-śōr-b-u ‘we drink,’ which are closely parallel. Recall that if the medial stem consonant is a sonorant, expected V-CRC-V instead undergoes metathesis of the stem vowel around the medial consonant, so /nī-śroḥ-b-u/ becomes nī-śōr-b-u (creating a closed syllable which attracts stress). If we hypothesize that the underlying stem is /sXol/, then the change of /nī-sXol-u/ to nī-sōol-u (phonetic nīsōolu) would make sense, and would further show that X is a sonorant consonant: ꜱ qualifies as a sonorant (it involves minimal constriction in the vocal tract).

Another peculiarity is that these long vowels resist shortening before CC:

\[
\begin{array}{llll}
\text{(58)} & \text{sōol} & \text{‘he coughed’} & \text{sōolt} & \text{‘I coughed’} & \text{sōoln} & \text{‘we coughed’} \\
& \text{sōob} & \text{‘he lamented’} & \text{sōobt} & \text{‘I lamented’} & \text{sōobn} & \text{‘we lamented’} \\
& \text{ʔāad} & \text{‘he stayed’} & \text{ʔāadt} & \text{‘I stayed’} & \text{ʔāadn} & \text{‘we stayed’} \\
& \text{bāad} & \text{‘he hated’} & \text{bāadt} & \text{‘I hated’} & \text{bāadn} & \text{‘we hated’} \\
\end{array}
\]

In contrast to examples in (54) such as dāar ‘he turned,’ dōrt ‘I turned’ with vowel shortening before CC, these long vowels do not shorten. Continuing with the hypothesis of an abstract consonant in /sXol/, we explain the preservation of the long vowel in /sōol/ if this form derives from sXol-t, where deletion of X (which we suspect is specifically ꜱ) lengthens the vowel, and does so after vowel shortening has applied.

There is a further anomaly in a subset of stems with the consonant X in the middle of the root: if the initial stem consonant is a sonorant, epenthetic i appears when a consonant-initial suffix is added. Compare (59a) where the first consonant is not a sonorant with (59b) where the first consonant is a sonorant.

\[
\begin{array}{llll}
\text{(59)} & \text{Čōol} & \text{‘he coughed’} & \text{Čōolt} & \text{‘I coughed’} & \text{Čōoln} & \text{‘we coughed’} \\
& \text{Čōob} & \text{‘he lamented’} & \text{Čōobt} & \text{‘I lamented’} & \text{Čōobn} & \text{‘we lamented’} \\
& \text{ʔāad} & \text{‘he stayed’} & \text{ʔāadt} & \text{‘I stayed’} & \text{ʔāadn} & \text{‘we stayed’} \\
& \text{bāad} & \text{‘he hated’} & \text{bāadt} & \text{‘I hated’} & \text{bāadn} & \text{‘we hated’} \\
\end{array}
\]
The verbs in (59b) behave like those in (42), e.g. láʔat ‘he hit’ ~ ilʔát-t ‘I hit’ where the initial sonorant+C cluster undergoes epenthesis of i. The forms in (59b) make sense on the basis of the abstract forms máʔad ~ mšádt, where the latter form undergoes vowel epenthesis and then the consonant š deletes, lengthening the neighboring vowel. Before Š is deleted, it forms a cluster with the preceding sonorant, which triggers the rule of epenthesis.

Other mysteries are solved by positing this consonant in underlying forms. In (60), the first stem consonant appears to be a coronal obstruent. We have previously seen that when the stem-initial consonant is a coronal, obstruent vowel harmony is undone (ni-tlob ‘I pray’), so (60) is exceptional on the surface. In addition, the prefix vowel is long, whereas otherwise it has always been short.

These forms are unexceptional if we assume that the initial consonant of the stem is not d, j, t, but the abstract consonant Š, thus /ðos/, /ʃjob/, /ʃtor/: Š is not a coronal obstruent, so it does not cause fronting of the prefix vowel.

Other examples provide crucial evidence regarding the nature of this abstract consonant. The data in (61) show a lengthened prefix vowel, which argues that the stems underlyingly have the initial abstract consonant that deletes and causes vowel lengthening: [náalaʔ] comes from /ni-ʃlaʔ/.

In addition, the quality of the prefix vowel has changed from /i/ to [aa], even though in these examples the consonant which follows on the surface is a coronal. If the abstract consonant is a pharyngeal, then the vowel change is automatically explained by the Guttural Lowering rule.

We have considered stems where the first and second root consonants are the consonant Š: now we consider root-final Š. The data in (62) show examples of verbs whose true underlying imperfective stems are CCV.

(59) a. ?áad ‘he stayed’ ?áadt ‘I stayed’
    báad ‘he hated’ báadt ‘I hated’
    sóol ‘he coughed’ sóolt ‘I coughed’

b. máad ‘he chewed’ imáadt ‘I chewed’
    náas ‘he dozed’ ináast ‘I dozed’
    láʔ ‘he licked’ iláʔt ‘I licked’

(60) nóodos ‘I dive’ tóodos ‘you dive’
    nóojob ‘I please’ tóojob ‘you please’
    nóotor ‘I stumble’ tóotor ‘you stumble’

(61) náalaʔ ‘I close’ táalaʔ ‘you close’
    náasar ‘I squeeze’ táasar ‘you squeeze’
    náaraš ‘I tickle’ táaraš ‘you tickle’

(62) ná-ʔra “I read” ná-ʔra-w ‘we read’
    ní-mla ‘I fill’ ní-mla-w ‘we fill’
The plural suffix /u/ becomes [w] after final a. Although the second con-
sonant is a sonorant, the metathesis rule does not apply in náʔraw because
no cluster of consonants containing a sonorant in the middle would result.

Now compare verbs with a medial sonorant where the final consonant
is hypothesized /ʕ/. The singular columns do not have any striking irregu-
larities which distinguish them from true CVCV stems.

(63) ni-sma ‘I hear’ ni-síma-w ‘we hear’
    ni-zra ‘I sow’ ni-zíra-w ‘we sow’
    ni-bla ‘I swallow’ ni-bíla-w ‘we swallow’
    náʔla ‘I earn’ naʔlíla-w ‘we earn’

The prefix vowel is unstressed and in an open syllable, which is found only
in connection with metathesis: but metathesis is invoked only to avoid
clusters with a medial sonorant, which would not exist in hypothetical
[níblau]. This is explained if the stem ends with /ʕ/. Thus /ni-smíʔ-u/
should surface as nísímʔu, by analogy to /ni-tlob-u/ → [nitólbu] ‘we ask.’
The consonant /ʕ/ induces lowering of the vowel i, and /ʕ/ itself becomes a,
giving the surface form.

A final set of examples provides additional motivation for assuming
underlying /ʕ/. Participles are formed by giving the stem the shape CCVVC,
selecting either ii or uu. As the data in (64) show, stems ending in the con-
sonant /ʕ/ realize that consonant as [h] after long high vowels.

(64)ʔátel ‘he killed’ ʔtíil ‘killing’ maʔtíul ‘killed’
hátaf ‘he grabbed’ htíih ‘grabbing’ mahtuíh ‘grabbed’
fétah ‘he opened’ ftíih ‘opening’ míftíuíh ‘opening’
téfa ‘he threw’ tfíih ‘throwing’ mítfúuíh ‘thrown’
bála ‘he swallowed’ blii ‘swallowing’ míblíuíh ‘swallowed’
ʔálá ‘he earned’ ʔlíih ‘earning’ maʔlíuíh ‘earned’

These data provide evidence bearing on the underlying status of the
abstract consonant, since it actually appears on the surface as a voiceless
pharyngeal in (64). Although the forms of the participals [ftíih] and [tfíih] are analogous, we can tell from the inflected forms [fétah] ‘he opened’ ver-
sus [téfa] ‘he threw’ that the stems must end in different consonants. The
most reasonable assumption is that the final consonant in the case of
[téfa] is some pharyngeal other than [h], which would be [ʕ]. Thus, at least
for verb stems ending in /ʕ/, the underlying pharyngeal status of the con-
sonant can be seen directly, even though it is voiceless. Since the abstract
consonant can be pinned down rather precisely in this context, we reason
that in all other contexts, the abstract consonant must be /ʕ/ as well.

The crucial difference between these examples of abstractness and cases
such as putative /i/ and /ɔ/ in Hungarian, or deriving [ɔy] from /œ/ in
English, is that there is strong language-internal evidence for the abstract
distinction /u:/ vs. /o:/ in Yawelmani, or for the abstract consonant /ʕ/ in
Maltese.
9.4 Grammar-external evidence for abstractness

Yawelmani and Maltese provide well-motivated abstract analyses, based on patterns of alternation in the grammar. We would still like to find grammar-external evidence that abstract analyses can be psychologically valid, analogous to the historical arguments which Kiparsky adduced from the history of Yiddish and other languages in support of the more surface-oriented approach to phonology.

9.4.1 Abstract analysis and historical change: Tera

One such argument for the psychological reality of abstract analysis comes from Tera. Newman 1968 provides a synchronic and diachronic argument for abstract phonology, where similar surface forms have different underlying forms.

The synchronic argument. Data in (65) illustrate a basic alternation. Some nouns ending in [i] in their citation forms lack that vowel in phrase medial contexts:

\[(\text{65})\]
\[
\begin{align*}
\text{na se} & \text{i} & \text{‘this is a snake’} & \text{na se} & \text{fa} & \text{‘this is not a snake’} \\
\text{na de} & \text{bi} & \text{‘this is gum’} & \text{na de} & \text{ba} & \text{‘this is not gum’} \\
\text{dala wa} & \text{wu} & \text{i} & \text{‘Dala pointed’} \\
\text{dala wa} & \text{wu} & \text{koro} & \text{‘Dala pointed at the donkey’} \\
\text{dala wa} & \text{mbu} & \text{koro} & \text{‘Dala threw at the donkey’} \\
\end{align*}
\]

Not all words ending in [i] prepausally engage in this alternation, as the data in (66) demonstrate:

\[(\text{66})\]
\[
\begin{align*}
\text{na wu} & \text{i} & \text{‘this is milk’} & \text{na wu} & \text{fa} & \text{‘this is not milk’} \\
\text{a sa} & \text{i} & \text{‘this is a stick’} & \text{na sa} & \text{ba} & \text{‘this is not a stick’} \\
\end{align*}
\]

Given a vowel $\sim \emptyset$ alternation plus a set of stems which are invariantly i-final in (66), we might be led to surmise that the stems in (65) are C-final, and take an epenthetic vowel [i] phrase-finally. This can be ruled out given (67), where the stem ends in a consonant both phrase-medially and phrase-finallly.

\[(\text{67})\]
\[
\begin{align*}
\text{na ruf} & \text{‘this is a baboon’} & \text{na ruf} & \text{fa} & \text{‘this is not a baboon’} \\
\text{tin zo} & \text{6} & \text{‘she is a slob’} & \text{tin zo} & \text{6} & \text{fa} & \text{‘she is not a slob’} \\
\text{na bo} & \text{6} & \text{‘this is white’} & \text{na bo} & \text{6} & \text{fa} & \text{‘this is not white’} \\
\end{align*}
\]

A completely surface-oriented account where the underlying form must be one of the surface variants is untenable: the nouns in (65) have a variant
with the vowel [i], but selecting [i] for the underlying form fails to distinguish (65) from (66) which always have [i]; and the nouns of (65) also have a variant with no final vowel, but the nouns in (67) always lack a final vowel.

Other roots of the variable-final type give evidence that the problematic stems in (65) underlyingly end in schwa. The data in (68) provide monosyllabic words which have the shape Ci prepausally and Cə phrase medially.

(68) dala wa ʰi  ‘Dala received’
dala wa ʰa səle ‘Dala received a shilling’
dala wa ʰi ‘Dala went’
dala wa ɗə goma ‘Dala went to the market’

These words contrast with ones that have invariant [i] in both contexts.

(69) dala wa ʰi  ‘Dala paid’
dala wa ʰi səle ‘Dala paid a shilling’
dala wa ʰi  ‘Dala roasted’
dala wa ʰə  ‘Dala roasted meat’

For the stems in (68), an obvious nonabstract solution is available: the stems end with /ə/, and there is a rule turning schwa into [i] prepausally:

(70) ə → i / _ ##

This applies in dala wa ɗi  ‘Dala went’ from dala wa ɗə, but final schwa is unaffected in dala wa ɗə goma ‘Dala went to the market.’ The stems in (69) do not alternate since they end in the vowel [i]. This solution is nonabstract since the underlying form, [ɗə], is one of the observed surface variants.

There are other stems with final [i] prepausally and [ə] phrase medially.

(71) na pərsi  ‘this is a horse’
na pərsə ɓa  ‘this is not a horse’
dala wa kədi  ‘Dala pulled’
dala wa kədə koro  ‘Dala pulled a donkey’

These stems either have the shape [CVCCə] phrase-medially, or else [CVZə] where Z is a voiced consonant.

This gives the following groups of stems with an underlying final schwa:

(72) Stem shape Medial Prepausal
Cə Cə Ci
CVCCə CVCCə CVCCi
CVZə CVZə CVZi
CVCə CVC CVCi

For most of these stems, postulating underlying schwa is quite concrete, since schwa actually surfaces in phrase-medial context. However,
in polysyllabic stems such as \textit{debi} \textasciitilde \textit{de6} with a single voiceless consonant before final schwa, the analysis is abstract because schwa is never phonetically manifested in the morpheme. The decision that the vowel in question is schwa is based on analogy with a known behavior of schwa: it becomes \textit{[i]} prepausally.

Our analysis requires a rule that deletes word-final phrase-medial schwa providing the stem is polysyllabic and ends only in a single voiceless consonant.

\begin{align*}
(73) & \quad \alpha \rightarrow \emptyset / V \quad \text{C} \quad _{-}\quad \# \ldots \\
& \quad [\text{-voice}] 
\end{align*}

More evidence supports abstract schwa in certain words. The examples in (74a) show that when a vowel -\textit{a} marking definite nouns is suffixed to a stem such as /\textit{parsa}/ which ends in schwa, schwa deletes, whereas underlying /\textit{i}/ is not deleted. The data in (74b) show the same thing with the imperative suffix /\textit{u}/:

\begin{align*}
(74) & \quad \text{a. p} \text{arsi} \leftarrow /\text{parsa}/ & \quad \text{‘horse’} & \quad \text{pars-a} & \quad \text{‘the horse’} \\
& \quad \text{wudi} & \quad \text{‘milk’} & \quad \text{wudi-a} & \quad \text{‘the milk’} \\
& \quad \text{b. vi} & \quad \text{‘to roast’} & \quad \text{vi-u} & \quad \text{‘roast!’} \\
& \quad \text{di} \leftarrow /\text{d}\text{a}/ & \quad \text{‘to go’} & \quad \text{d-u} & \quad \text{‘go!’} \\
& \quad \text{kodi} \leftarrow /\text{koda}/ & \quad \text{‘to pull’} & \quad \text{kod-u} & \quad \text{‘pull!’} \\
& \quad \text{mbuki} \leftarrow /\text{mbuka}/ & \quad \text{‘to throw’} & \quad \text{mbuk-u} & \quad \text{‘throw!’} 
\end{align*}

This motivates a rule of prevocalic schwa deletion, which provides another diagnostic that differentiates schwa from /\textit{i}/.

\begin{align*}
(75) & \quad \alpha \rightarrow \emptyset / _{-}\quad V 
\end{align*}

Although ‘throw’ only has the surface variants [mbuki] \textasciitilde [mbuk], it behaves exactly like stems such as /k\textit{oda}/ where schwa is phonetically realized, and acts unlike /\textit{vi}/, in losing its final vowel before another vowel. Finally, there is an allomorphic variation in the form of the adjective suffix -\textit{kandi}, which shows up as -\textit{kandi} when the stem ends in a vowel (\textit{sabir tada-kandi} ‘heavy stick’) and as -\textit{ndi} when the stem ends in a consonant (\textit{sabir teber-ndi} ‘straight stick’). The stem of the word for ‘long’ ends in abstract schwa, since it alternates between final /\textit{i}/ (\textit{sabira k\textit{ari} ‘the stick is long’}) and medial \emptyset (\textit{sabira k\textit{ari} ba ‘the stick is not long’}). Furthermore, the stem selects the postvocalic variant of the adjective suffix (\textit{sabir k\textit{ari-kandi} ‘long stick’}), even though on the surface the stem ends with a consonant and not a vowel. This anomaly is explained by the hypothesis that the stem does in fact end in a vowel, namely schwa. Thus multiple lines of argument establish the presence of an abstract vowel schwa in a number of words in the synchronic grammar of Tera.

The diachronic argument. A recent sound change in Tera provides a grammar-external test of the abstract hypothesis. In one dialect of Tera,
spoken in the town of Zambuk, a rule was added which palatalized t, d and d to č, j and j' before i. The dialect of Tera spoken in Wuyo is representative of the rest of Tera, in retaining the original alveolars. Thus we find Wuyo da, Zambuk da ‘one’ with no palatalization, but Wuyo di, Zambuk ji ‘to get up’ where d palatalizes. There are synchronic alternations which further motivate this palatalization process in the contemporary grammar of the Zambuk dialect, so where the Wuyo dialect has xat-a ‘my brother,’ xat-in ‘his brother,’ the Zambuk dialect has xat-a, xaci-in. In Wuyo one finds wudi ‘milk’ and in Zambuk one finds wuıldı, deriving from /wu/ – that the final vowel is /i/ and not /a/ is shown by the phrase medial form wudi.

While palatalization is active in the Zambuk dialect, it does not affect all surface sequences of alveolar plus [i], in particular it does not affect [i] which derives from schwa. In the Wuyo dialect ‘to pull’ is kəd before pause, kədə medially (cf. dala wa kədə koro ‘Dala pulled a donkey’), and therefore we know that the stem is /kədə/. In the Zambuk dialect, the medial form is also kədə, showing that the stem ends in schwa in that dialect, and the prepausal form is kəd. Thus palatalization does not apply to the output of final schwa-fronting: the failure of palatalization to apply to this derived [di] sequence provides another diagnostic of the distinction between /i/ and [i] derived from /ə/.

Further confirming our hypothesis about abstract schwa, the stem /wu/ ‘to point’ which appears in the Wuyo dialect as wudi prepausally and as wudi medially (dala wa wu də koro ‘Dala pointed at a donkey’) appears as wudi in the Zambuk dialect, without palatalization, as is regularly the case with the vowel [i] derived from /a/. The fact that the innovative sound change of palatalization found in the Zambuk dialect is sensitive to the sometimes abstract distinction between underlying versus derived schwas, especially when the schwa never surfaces, supports the claim that abstract underlying forms can be psychologically real.

### 9.4.2 Abstract reanalysis in Kimatuumbi NC sequences

Other evidence for abstract phonology comes from a historical reanalysis of postnasal consonants in the Bantu language Kimatuumbi. Nouns in Bantu are composed of a prefix plus stem, and the prefix changes between singular and plural. For example, proto-Bantu mu-ntu ‘person’ contains the class 1 prefix mu- marking certain singular nouns, and the plural ba-ntu ‘people’ contains the class 2 prefix ba-. Different nouns take different noun-class prefixes (following the tradition of historical linguistics, reconstructed forms are marked with an asterisk).

<table>
<thead>
<tr>
<th>(76) Proto-Bantu sg Class</th>
<th>(Proto-Bantu pl Class</th>
<th>‘person’</th>
<th>‘field’</th>
<th>‘buttock’</th>
<th>‘cat’</th>
<th>‘rib’</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘mọ-ntu’</td>
<td>1</td>
<td>‘ba-ntu’</td>
<td>2</td>
<td>‘person’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘mọ-gonda’</td>
<td>3</td>
<td>‘mọ-gonda’</td>
<td>4</td>
<td>‘field’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘li-tako’</td>
<td>5</td>
<td>‘ma-tako’</td>
<td>6</td>
<td>‘buttock’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘m-paka’</td>
<td>9</td>
<td>‘dim-paka’</td>
<td>10</td>
<td>‘cat’</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘lo-badu’</td>
<td>11</td>
<td>‘dim-badu’</td>
<td>10</td>
<td>‘rib’</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A postnasal voicing rule was added in the proto-Rufiji-Ruvuma sub-
group of Bantu (a subgroup which includes Kimatuumbi), so that original
‘mpaka ‘cat’ came to be pronounced mbaka in this subgroup.

\[(77)\] Proto-Bantu Kimatuumbi

\[
\begin{array}{llll}
\text{‘mpaka} & \text{mbaka} & \text{‘cat’} \\
\text{‘ŋkāŋga} & \text{ŋgaŋga} & \text{‘guinea fowl’} \\
\text{‘ntembo} & \text{ndeembo} & \text{‘elephant’} \\
\text{‘muntu} & \text{muundu} & \text{‘person’} \\
\text{‘ŋkʊŋɡʊn} & \text{ŋguʊnɡuni} & \text{‘bedbug’} \\
\text{cf. ‘mbabada} & \text{mbabala} & \text{‘bushbuck’} \\
\text{‘mbodí} & \text{mbwi} & \text{‘goat’} \\
\text{‘mbua} & \text{mbwa} & \text{‘dog’}
\end{array}
\]

Another inconsequential change is that the class 10 prefix, originally "di-,
lost di, so the class 10 prefix became completely homophonous with the
class 9 prefix.

In the Nkongo dialect of Kimatuumbi, there was a change in the
morphological system so that nouns which were originally assigned to
classes 9–10 now form their plurals in class 6, with the prefix ma-. Earlier
‘ŋbaambo ‘snake ~ snakes’ now has the forms ŋąambo ‘snake’ / maŋąambo
‘snakes.’

Given surface [mbwa] ‘dog’ (proto-Bantu ‘m-baa) originally in classes 9–10,
the concrete analysis is that the underlying form in proto-Rufiji is /m-baa/.
It was always pronounced as [mbwa], since the root was always preceded by
a nasal prefix. The absence of alternations in the phonetic realization of the
initial consonant would give reason to think that phonetic [b] derives from
underlying /b/. By the same reasoning, we predict that earlier mpaka ‘cat’ is
reanalyzed as /b/, once the word came to be pronounced as mbaka in all con-
texts: compare Yiddish gelt.

The restructuring of the morphological system of Nkongo Kimatuumbi
where the original class pairing 9–10 is reanalyzed as 9–6 allows us to test
this prediction, since nouns with their singulars in class 9 no longer have
a nasal final prefix in all forms; the plural has the prefix ma-. As the fol-
lowing data show, the concrete approach is wrong.

\[(78)\] Proto-Bantu Kimatuumbi sg Original pl Innovative pl

\[
\begin{array}{lllll}
\text{‘m-pembe} & \text{m-beembe} & \text{m-beembe} & \text{ma-peembe} & \text{‘horn’} \\
\text{‘ŋ-guk} & \text{ŋ-guk} & \text{ŋ-guk} & \text{ma-kuk} & \text{‘chicken’} \\
\text{‘m-boa} & \text{m-bwa} & \text{m-bwa} & \text{ma-pwa} & \text{‘dog’} \\
\text{‘m-babada} & \text{m-babala} & \text{m-babala} & \text{ma-pabala} & \text{‘bushbuck’} \\
\text{‘m-bodi} & \text{m-bwi} & \text{m-bwi} & \text{ma-pwi} & \text{‘goat’} \\
\text{‘m-bango} & \text{m-baango} & \text{m-baango} & \text{ma-paango} & \text{‘warthog’} \\
\text{‘m-botoka} & \text{m-botoka} & \text{m-botoka} & \text{ma-potoka} & \text{‘antelope’}
\end{array}
\]

While the distinction /mp/ ~ /mb/ was neutralized, it was neutralized in
favor of a phonetically more abstract consonant /p/ rather than the con-
crete consonant /b/.
This reanalysis did not affect all nouns which had a singular or plural in classes 9–10; it affected only nouns which originally had both their singulars and plurals in this class, i.e. only those nouns lacking alternation. Nouns with a singular in class 11 and a plural in class 10 preserve the original voicing of the consonant.

(79)  

<table>
<thead>
<tr>
<th>Proto-Bantu</th>
<th>Kimatuumbi sg</th>
<th>Kimatuumbi pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;m-badu&quot;</td>
<td>lu-bau</td>
<td>m-bau</td>
</tr>
<tr>
<td>&quot;n-godi&quot;</td>
<td>lu-goi</td>
<td>n-goi</td>
</tr>
<tr>
<td>&quot;n-dimi&quot;</td>
<td>lu-limi</td>
<td>n-dimi</td>
</tr>
<tr>
<td>&quot;ŋ-kʊŋuni&quot;</td>
<td>lu-kuunguni</td>
<td>ŋ-guunguni</td>
</tr>
<tr>
<td>&quot;n-tondoa&quot;</td>
<td>lu-toondwa</td>
<td>n-doondwa</td>
</tr>
</tbody>
</table>

A word such as ‘rib’ always had a morphological variant which transparently revealed the underlying consonant, so the contrast between [n-toondwa] → [ndoondwa] and [n-goi] → [ŋgoi] was made obvious by the singulars [lu-toondwa] and [lu-goi].

While it is totally expected that there should be a neutralization of "mp" and "mb" in words like mbaka, mbwa – there would have been no evidence to support a distinction between surface [mb] deriving from /mb/ versus [mb] deriving from /mp/ – surprisingly from the viewpoint of concrete phonology, the direction of neutralization where [mb] is reanalyzed as /mp/ is unexpected. One explanation for this surprising reanalysis regards the question of markedness of different consonants. Given a choice between underlying /m+b/ and /m+p/, where either choice would independently result in [mb], one can make a phonetically conservative choice and assume /m+b/, or make a choice which selects a less marked consonant, i.e. /m+p/. In this case, it is evident that the less marked choice is selected where the choice of consonants is empirically arbitrary.

Such examples illustrating phonetically concrete versus abstract reanalyses motivated by considerations such as markedness are not well enough studied that we can explain why language change works one way in some cases, and another way in other cases. In the case of Yiddish avek from historically prior aveg, there would be no advantage at all in assuming underlying /aveg/, from the perspective of markedness or phonetic conservatism.

9.4.3 Language games and Bedouin Arabic

Language games can also provide evidence for the mental reality of underlying representations. Their relevance is that language game modifications are not always performed on the surface form, so by modifying the phonetic environment in which segments appear in the language, games may cause rules to apply when they would not normally (providing evidence for the reality of the phonological process), or prevent a rule from applying when it normally would (revealing the abstract underlying form). An example of such evidence comes from Bedouin Arabic spoken in Saudi Arabia, discussed by Al-Mozainy 1981. A number of verbs have the underlying form /CaCaC/, but this analysis is abstract in that, for these
verbs, the first vowel sequence is never found on the surface, and the root surfaces as [CiCaC].

9.4.3.1 Regular language phonology. We begin by motivating aspects of the phonology of the language, especially underlying representations, using regular language data. Verb stems may have different underlying vowels, but the passive is formed by systematically replacing all underlying vowels with /i/. Underlying /i/ deletes in an open syllable, as shown by the following data:

<table>
<thead>
<tr>
<th>(80)</th>
<th>3sg masc</th>
<th>3sg fem</th>
<th>1sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>hzim</td>
<td>hizm-at</td>
<td>hzim-t</td>
<td>‘be tied’</td>
</tr>
<tr>
<td>hfir</td>
<td>hifr-at</td>
<td>hfir-t</td>
<td>‘be dug’</td>
</tr>
<tr>
<td>šrib</td>
<td>šrib-at</td>
<td>šrib-t</td>
<td>‘be drunk’</td>
</tr>
<tr>
<td>ʕzim</td>
<td>ʕizm-at</td>
<td>ʕzim-t</td>
<td>‘be invited’</td>
</tr>
<tr>
<td>lbis</td>
<td>labs-at</td>
<td>lbs-t</td>
<td>‘be worn’</td>
</tr>
</tbody>
</table>

Taking underlying /hzim/ and /hzim-t/ as examples, the vowel /i/ in the first syllable is in an open syllable, so the rule of high-vowel deletion applies, giving [hizm] and [hizmt]. In the case of /hizm-at/, both vowels i are in an open syllable: the second i deletes, which makes the first syllable closed, so the first vowel does not delete resulting in [hizmat]. The following rule is motivated by (80).

(81) i → Ø / _CV  high-vowel deletion

Now we consider another class of nonpassive verbs, where the underlying stem shape is CaCiC. In these stems, the second vowel shows up as i when there is no vowel after the stem. The first vowel of the stem alternates between [i] and [a], surfacing as [i] when the second vowel appears as [i], otherwise surfacing as [a]. Examples of verbs with this vocalic pattern are seen in (82):

<table>
<thead>
<tr>
<th>(82)</th>
<th>3sg masc</th>
<th>3sg fem</th>
<th>1sg</th>
</tr>
</thead>
<tbody>
<tr>
<td>simīř</td>
<td>samīř-at</td>
<td>simīř-t</td>
<td>‘hear’</td>
</tr>
<tr>
<td>libis</td>
<td>labs-at</td>
<td>libis-t</td>
<td>‘wear’</td>
</tr>
<tr>
<td>širib</td>
<td>šarb-at</td>
<td>širib-t</td>
<td>‘drink’</td>
</tr>
<tr>
<td>yibis</td>
<td>yabs-at</td>
<td>yibis-t</td>
<td>‘become dry’</td>
</tr>
<tr>
<td>silim</td>
<td>salm-at</td>
<td>silim-t</td>
<td>‘save’</td>
</tr>
<tr>
<td>̊ili̊lib</td>
<td>lafi̊ib-at</td>
<td>̊ili̊ib-t</td>
<td>‘play’</td>
</tr>
<tr>
<td>̊hilim</td>
<td>hailm-at</td>
<td>̊hilim-t</td>
<td>‘dream’</td>
</tr>
</tbody>
</table>

In underlying /samīř-at/, the vowel /i/ is in an open syllable so it deletes, giving [samīřat]. In /simīř/ and /samīř-t/, final /i/ does not delete since it is not in an open syllable, and /a/ assimilates to [i] before [i], by the following harmony rule:

(83) a → i / _ C i
This creates a surface [i] in an open syllable which does not undergo deletion.

Now we turn to stems with the underlying shape /CaCaC/. In a number of such verbs this representation is uncontroversial since that is how it surfaces.

(84) 3sg masc 3sg fem 1sg
gə’ad gə’ad-at ga’ad-t ‘sit’
wa’ad wə’ad-at wa’ad-t ‘promise’
tə’an tə’an-at tə’an-t ‘stab’
sə’ab sə’ab-at sə’ab-t ‘pull’
tə’an tə’an-at tə’an-t ‘grind’
daxal daxal-at daxal-t ‘enter’
naxal naxal-at naxal-t ‘sift’

Examples such as [gə’adat] from /ga’ad-at/ illustrate the application of another rule, one deleting /a/ when followed by CVCV.

(85) a → Ø / _ CVCV

An important fact about the stems in (84) is that the second consonant is a guttural (x, γ, h, ʕ or ?). There is a dissimilative process in the language turning /a/ into [i] in an open syllable if the next vowel is /a/, providing that the vowel is neither preceded nor followed by a guttural consonant. In the above examples, the consonant in the middle of the stem is a guttural, so neither the first nor the second vowels can undergo the dissimilative raising rule. Now consider the data in (86), where the first consonant is a guttural but the second is not.

(86) 3sg masc 3sg fem 1sg
fə’azam fə’azim-at fə’azam-t ‘invite’
hazam hazim-at hazam-t ‘tie’
hakam hakim-at hakam-t ‘rule’

Here the first vowel of the stem cannot become [i] because of the preceding consonant, but the second vowel does dissimilate to [i] when followed by /a/, and thus /fə’azam-at/ becomes [fə’izimat] (with deletion of the first vowel by (85)). This rule is separate from the harmony rule that turns /a/ into [i] before [i], because harmony applies irrespective of the flanking consonants, cf. [hilim] ‘he dreamt.’

(87) a → i / _ C a (target is not adjacent to a guttural consonant)

In [fə’azam] and [fə’azamat], there is no dissimilation because the first consonant is guttural, which prevents the following /a/ from undergoing dissimilation.

Examples in (88) show the same restriction on dissimilation of the second vowel /a/, which does not become [i] when the last consonant is a guttural.
Another consonantal property inhibiting dissimilation is a coronal sonorant. In this case, if the two vowels are separated by any of /n, r, l/, there is no dissimilation. In the examples of (89), the first vowel is prevented from dissimilating because it is preceded by a guttural. In addition, the second stem vowel is prevented from dissimilating because it is separated from suffixal /a/ by a coronal sonorant. Therefore, both underlying stem vowels remain unchanged.

In the examples of (90), the first vowel is followed by a consonant other than a coronal sonorant, and is neither preceded nor followed by a guttural, so it dissimilates to [i]. The second vowel is followed by a coronal sonorant, so there is no dissimilation in the second syllable.

In (91) we find verbs with a coronal sonorant as the second consonant. The second vowel /a/ dissimilates before a, since the intervening consonant is neither guttural nor a coronal sonorant. The preceding coronal sonorant has no effect on dissimilation, since unlike the effect of gutturals, coronal sonorants only have an effect if they stand after the target vowel.

Finally, verbs with no gutturals or coronal sonorants are given in (92).
By the deletion rule (85), underlying /katabat/ becomes ktbat, which becomes [ktibat] by dissimilation. In /katab-t/, since the first vowel is not followed by CVCV it cannot elide, and it dissimilates to [i] before [a] in the second syllable.

The vowel /a/ in the second syllable of verbs like [kitab] is only mildly abstract, since it does surface as [a] as long as the syllable is not open. The initial /a/, the syllable on the other hand, is fully abstract since there is no context in this verb where the underlying /a/ appears as such in these verbs, and instead the vowel only appears as [i]. However, we know that the initial vowel cannot be /i/, since if it were, that vowel would delete in an open syllable – contrast active [kitab] and [kitabt] from /katab/ and /katab-t/, with the passives [ktib] and [ktibt] from /kitib/ and /kitib-t/.

The occurrence of initial nondeleting [i] in an open syllable is entirely predictable. It appears when neither the first nor second stem consonant is a guttural, and when the second stem consonant is not a coronal sonorant. This nondeleting [a] is thus in complementary distribution with surface [a] (which nonabstractly derives from underlying /a/), which only appears when one of the first two consonants is a guttural or the second consonant is a coronal sonorant.

Hence there is strong language-internal motivation for claiming that the initial vowel of stems such as [kitab] is underlyingly /a/, and is subject to dissimilation to [i] or deletion.

9.4.3.2 Language game evidence. There is a language game used by speakers of Arabic which provides independent evidence for the mental reality of these rules and underlying representations. The rule for the language game is very simple: permute the order of consonants within the root. Now let us consider the various phonetic results of permutation on the verb forms hazam ‘he tied’ and hzimat ‘she tied.’ In hazam, the first vowel does not dissimilate because of the preceding guttural; in hzimat the second stem vowel dissimilates because it is neither preceded nor followed by a gutural, and it is not followed by a coronal sonorant.

(92) 3sg masc 3sg fem 1sg
kitab ktib-at kitab-t ‘write’
misak msik-at misak-t ‘catch’
sikat skit-at sikat-t ‘stop talking’
nitaf ntif-at nitaf-t ‘pluck’
gisam gsim-at gisam-t ‘divide’
giðab gðib-at giðab-t ‘catch’
nikas nkis-at nikas-t ‘retain’

In the permuted forms hamaz and hmezat, where the second and third consonants have exchanged place, the vocalic pattern remains the same.

(93) ‘he tied’ ‘she tied’
hamaz hmezat ~
zaham zhamat ~
zimah zmaht
because the transposition has not crucially changed the consonantal environment.

Now consider the forms $zima \sim zma$. This pattern of transposition has two effects on the vowel pattern. First, because the first consonant is now not a guttural, the dissimilation rule can apply in the first syllable, demonstrating the reality of the dissimilation rule. Second, because the final consonant is now a guttural, the dissimilation rule cannot apply in the second syllable, demonstrating the reality of the blocking condition on dissimilation. Finally, in the case of $zahum \sim zhamat$, because the medial consonant is a guttural, neither vowel can dissimilate.

A crucial example, in terms of testing the validity of the proposed $/CaCaC/$ underlying form for surface $[CiCaC]$ stems, is a stem such as $/dafaʕ/ 'push,'$ which surfaces as $[difaʕ].$ Such a supposed underlying representation is abstract, since the vowel of the first syllable always surfaces as $[i]$ or $Ø,$ cf. $difaʕ 'he pushed,' dfaʕat 'she pushed,' never as $a.$ This stem contains a final pharyngeal consonant, and therefore movement of that consonant to first or second position will put the first vowel in contact with a pharyngeal. This should then block dissimilation, and will directly reveal the hypothesized underlying vowel to be $[a].$

$\begin{align*}
(94) & \quad \text{‘he pushed’} & \quad \text{‘she pushed’} \\
\text{fidaʕ} & \quad \text{fdaʕat} & \sim \\
\text{dʕaf} & \quad \text{dʕafat} & \sim \\
\text{ʕadaʕ} & \quad \text{ʕdafat} & \sim \\
\text{ʕafad} & \quad \text{ʕfidat}
\end{align*}$

The fact that this vowel actually surfaces as $[a]$ under the circumstances predicted by the abstract hypothesis gives strong support to the claim for an abstract representation of such stems as having the vowel pattern $/CaCaC/.$

### 9.5 How abstract is phonology?

On the one hand we have argued for abstract analyses of Kimatuumbi, Yawelmani, Maltese and other languages; but we have argued against abstract analyses of English. The reason for this apparently inconsistent view of abstractness is that abstractness per se is not the issue; the proper question to be focusing on is what motivates an analysis. Thus we conclude that the formal theory of grammar imposes no constraints on the relation between underlying and surface forms, though the theory does state what kinds of elements can exist in underlying representations: phonetically interpretable combinations of features, i.e. segments.

This does not mean that highly abstract underlying representations can be gratuitously assumed. Underlying representations require motivation: they must be acquired by children learning the language, and the best assumption to make is that in lieu of evidence to the contrary, underlying and surface forms are identical. The question that needs further investigation is, what constitutes valid “evidence to the contrary”? Phonological
Alternations in the shape of a morpheme provide very powerful evidence for abstractness. It remains an open question whether other considerations are also valid in constructing an underlying form.

Although we have focused on the relation between underlying and surface forms, the larger question which this debate raises is, what counts as valid evidence for testing a phonological theory. It has proven extremely difficult to resolve questions about the psychological reality of theorized linguistic constructs. Two approaches, both valid, have been taken. One is the “domain-internal” approach, where formal constraints are proposed to the effect that (for example) underlying forms should be a subpart of an actually pronounced word in the language, or underlying forms should only contain segments actually pronounced in the language. We cannot show that these claims are literally “wrong”: what we can do is show that such a position renders us incapable of capturing important generalizations about the phonologies of Maltese and Yawelmani, for example.

The other approach, the “domain-external” approach, seeks evidence from outside the domain of synchronic phonological grammars themselves, in an attempt to find independent evidence that answers the question of what is actually in the mind of the speaker. Any number of such approaches can be imagined — neurosurgery, psycholinguistic testing, language games, historical change, the study of language acquisition, and so on. Such evidence is extremely hard to find in the first place: virtually all relevant experimental work is conducted on a tiny handful of commonly spoken languages, which typically do not have internally well-motivated abstractness. Additionally, the experimental methodology must be critically evaluated, which is usually very difficult to do outside of one’s own discipline. Finally the evidence must be interpreted against a general theory of, for example, child developmental psychology. The question of how to empirically validate theory-internal hypotheses remains very much an open question in phonology, as it is in all scientific domains.

**Exercises**

**1 Slovak**

The focus of this problem is the underlying representation of diphthongs. Discuss the underlying status of diphthongs in Slovak, based on these data. Nouns in Slovak come in three genders, which determines what suffix if any is used in the nominative singular: masculines have no suffix, feminines have -a, and neuters have -o.

**A.** There is a process of lengthening which takes place in certain morphological contexts, including the genitive plural and the diminutive.

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Gen pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>lípa</td>
<td>lí:p</td>
</tr>
<tr>
<td>múxa</td>
<td>mú:x</td>
</tr>
<tr>
<td>lopata</td>
<td>lop:at</td>
</tr>
<tr>
<td>sľna</td>
<td>sľ:n</td>
</tr>
</tbody>
</table>

`linden tree` `fly` `shovel` `deer`
Abstractness and psychological reality

B. There is also a shortening rule that applies in certain morphological contexts, including the imperfective of verbs and the comparative of adjectives.

<table>
<thead>
<tr>
<th>Perfective</th>
<th>Imperfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>odlisitý</td>
<td>odlisovatý</td>
</tr>
<tr>
<td>kupitý</td>
<td>kupovatý</td>
</tr>
<tr>
<td>ohlasitý</td>
<td>ohlasovatý</td>
</tr>
<tr>
<td>predžitý</td>
<td>predžovatý</td>
</tr>
<tr>
<td>oblietatý</td>
<td>obletovatý</td>
</tr>
<tr>
<td>uviazatý</td>
<td>uvazovatý</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>adjective</th>
<th>comparative</th>
</tr>
</thead>
<tbody>
<tr>
<td>bli:ski</td>
<td>blišši:</td>
</tr>
<tr>
<td>u:ski</td>
<td>ušši:</td>
</tr>
<tr>
<td>kr:tki</td>
<td>kratši:</td>
</tr>
<tr>
<td>bieli</td>
<td>belši:</td>
</tr>
<tr>
<td>rietki</td>
<td>retši:</td>
</tr>
</tbody>
</table>

C. There is an alternation in the form of case suffixes which is governed by properties of the stem which precedes.

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Gen sg</th>
<th>Nom pl</th>
<th>Dat pl</th>
<th>Loc pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>mesto</td>
<td>mesta</td>
<td>mesta:</td>
<td>mesta:m</td>
<td>mesta:x</td>
</tr>
<tr>
<td>blato</td>
<td>blata</td>
<td>blata:</td>
<td>blata:m</td>
<td>blata:x</td>
</tr>
</tbody>
</table>
D. The rule that explains the alternations in C also explains why a rule motivated by the data in A seems not to have applied.

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Gen pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>za:hrada</td>
<td>za:hrad</td>
</tr>
<tr>
<td>n:ižina</td>
<td>n:ižin</td>
</tr>
<tr>
<td>za:toka</td>
<td>za:tok</td>
</tr>
<tr>
<td>pi:smeno</td>
<td>pi:smen</td>
</tr>
<tr>
<td>za:meno</td>
<td>za:men</td>
</tr>
<tr>
<td>liečivo</td>
<td>liečiv</td>
</tr>
<tr>
<td>(cf. also iker:ati:</td>
<td>(abounding in roe)</td>
</tr>
</tbody>
</table>

E. Some stems underlyingly end with consonant clusters, and undergo a process of vowel epenthesis that eliminates certain kinds of consonant clusters.

<table>
<thead>
<tr>
<th>Nom sg</th>
<th>Gen pl</th>
</tr>
</thead>
<tbody>
<tr>
<td>ikra</td>
<td>ikier</td>
</tr>
<tr>
<td>ihla</td>
<td>ihiel</td>
</tr>
<tr>
<td>dogma</td>
<td>dogiem</td>
</tr>
<tr>
<td>sosna</td>
<td>sosien</td>
</tr>
<tr>
<td>bedro</td>
<td>bedier</td>
</tr>
<tr>
<td>radlo</td>
<td>radiel</td>
</tr>
<tr>
<td>hradba</td>
<td>hradieb</td>
</tr>
<tr>
<td>doska</td>
<td>dosiek</td>
</tr>
<tr>
<td>kri:dllo</td>
<td>kri:del</td>
</tr>
<tr>
<td>či:sla</td>
<td>či:sel</td>
</tr>
<tr>
<td>pa:smo</td>
<td>pa:sem</td>
</tr>
<tr>
<td>vla:knno</td>
<td>vla:ken</td>
</tr>
<tr>
<td>pl:tno</td>
<td>pl:ten</td>
</tr>
<tr>
<td>'roe'</td>
<td>'number'</td>
</tr>
<tr>
<td>'needle'</td>
<td>'dogma'</td>
</tr>
<tr>
<td>'pine tree'</td>
<td>'hip'</td>
</tr>
<tr>
<td>'plow'</td>
<td>'sow'</td>
</tr>
<tr>
<td>'rampart'</td>
<td>'board'</td>
</tr>
<tr>
<td>'wing'</td>
<td>'number'</td>
</tr>
<tr>
<td>'zone'</td>
<td>'fiber'</td>
</tr>
<tr>
<td>'linen'</td>
<td>'linen'</td>
</tr>
</tbody>
</table>

Further reading
Chomsky and Halle 1968; Hudson 1974; Hyman 1970; Kiparsky 1968; Sapir 1933.
This final chapter introduces an alternative model, the nonlinear theory, of how sounds are represented. The purpose of this chapter is to show how troublesome facts can lead to a reconceptualization of a domain which seemed to be understood, leading to an even better understanding of the nature of language sounds. This will also help you to understand how and why theories change.
The theoretical model we have been assuming – known as the linear theory of representation – was quite successful in explaining a number of facts about sound systems. A defining characteristic of the theory is the view that segments are matrices of feature values, where every segment has a specification for each of the two dozen distinctive features. There was, however, one phonological realm which the theory had largely ignored, and that was tone.

### 10.1 The autosegmental theory of tone: the beginnings of a change

There were a few proposals regarding tone features, but they did not reach the degree of acceptance that those for other features reached. One of the primary problems was how to represent contour tones such as rising and falling.

#### 10.1.1 The problem of contours

One possibility is that contour tones are simply H (high) or L (low) tones with a positive specification for a feature “contour.” We could take the pitch at the beginning of a vowel as representing the “basic” tone value, and if the pitch changes from that point (either up or down), then the vowel is \ [+contour\]. This gives us the following representations of H, L, R (rising) and F (falling) tones.

\[
\begin{align*}
H &= [+H, -contour] \\
L &= [-H, -contour] \\
R &= [+H, +contour] \\
F &= [+H, +contour]
\end{align*}
\]

Such a theory is ultimately inadequate since it ignores tone levels (Mid, Superlow, Superhigh), but we can pursue this theory to see what progress can be made. Perhaps if this theory works, it can be modified to account for other tone levels.

An essential test of a theory of features is how it accounts for phonological processes. This theory of tone makes predictions: it predicts that R and F will be a natural class because they are \ [+contour\], and it predicts that L and R are a natural class because they are \ [-H\]. As it happens, some relevant typological work had been done on natural tone rules, most notably Hyman and Schuh (1974). Such research has shown that the following are fairly common tonal processes.

\[
\begin{align*}
(2) & \quad a. \ H \rightarrow R / \{L,F\} \quad b. \ L \rightarrow F / \{H,R\} \\
& \quad c. \ H \rightarrow F / \_ \{L,R\} \quad d. \ L \rightarrow R / \_ \{H,F\}
\end{align*}
\]

The problem is that the “\ [+contour\]” theory does not provide any natural way to express all of these processes. The last two processes can be formulated:
(3) c. \([+H] \rightarrow [+\text{contour}] / -[-H]\)
   d. \([-H] \rightarrow [+\text{contour}] / -[+H]\)

However, the first two processes cannot be formalized, since \{(L,F)\} or \{(H,R)\}
are not a definable class using this theory.

This theory also predicts the following rules, which are simply the rules in (3) with the conditioning environment on the left rather than the right:

(4)  \[*[+H] \rightarrow [+\text{contour}] / [-H] \_ \_ (H \rightarrow F / \{L,R\} \_)
     *[-H] \rightarrow [+\text{contour}] / [+H] \_ \_ (L \rightarrow R / \{H,F\} \_)

Unlike the common rules in (2), such rules are totally nonexistent in the languages of the world. The \[\pm\text{contour}] theory thus makes a bad prediction, that certain processes should exist when they do not, and in addition the theory provides no way to express certain very natural processes, in particular processes where the conditioning environment is on the left. Finally, even for the two processes which the theory can formalize in (3), there is an unexplained element of arbitrariness – why should an H tone become a falling tone before \([-H]\)? Those processes are formally just as simple to express as the rules in (5), and should therefore be found as commonly as the former set of rules, but in fact this latter set of rules is completely unattested.

(5) c. \([+H] \rightarrow [+\text{contour}] / -[+H] \_ \_ (H \rightarrow F / \{H,F\})
     d. \([-H] \rightarrow [+\text{contour}] / -[-H] \_ \_ (L \rightarrow R / \{L,R\})

It is obvious that this theory of tone is wrong, but what is the alternative? There was a long-standing intuition that contour tones were in some sense composite tones, so that a rise was simply a combination of an L followed by an H, and a fall is a combination of an H followed by an L; falling and rising pitch is simply the continuous transition between the higher and lower pitch levels that H and L define. An example of the kind of phonological patterns which were responsible for this intuition is the pattern of tone changes that result from merging vowels between words in Yekhee, illustrated below.

(6) ídzé élà → ídzélà ‘three axes’
    èké élà → èkélà ‘three rams’
    údzé ókpá → údzókpá ‘one axe’
    óké ókpá → ókòkpá ‘one ram’
    ówà ówà → ówòwà ‘every house’

The combination of H+L results in a falling tone, and L+H results in a rising tone. How can the intuition that fall is H+L and rise is L+H be expressed in the theory?

There is little problem in doing this for contour tones on long vowels, since long vowels can be represented as a sequence of identical vowels, so treating a long rising tone as being a sequence of tones is easy.
The problem is short contour tones.

### 10.1.2 Autosegmental contours

A resolution of this problem was set forth in Goldsmith (1976), who proposed that tones be given an autonomous representation from the rest of the segment, so that regular segments would be represented at one level and tones would be another, with the two levels of representation being synchronized via association lines. This theory, known as autosegmental phonology, thus posited representations such as those in (8).

\[(8) \ d = \frac{H}{a} \quad \d = \frac{L}{a} \quad \d = \frac{H}{a} \quad \frac{L}{a}
\]

The view which autosegmental phonology takes of rules is different from that taken in the classical segmental theory. Rather than viewing the processes in (2) as being random changes in feature values, autosegmental theory views these operations as being adjustments in the temporal relations between the segmental tier and the tonal tier. Thus the change in (2a) where H becomes rising after L and fall can be expressed as (9).

\[(9) \quad \frac{H}{L} \quad \frac{H}{V} \quad \rightarrow \quad \frac{H}{L} \quad \frac{H}{V}
\]

By simply adding an association between the L tone element on the left and the vowel which stands to the right, we are able to express this tonal change, without actually changing the intrinsic feature content of the string: we change only the timing relation between tones and vowels. This is notated as in (10), where the dashed association line means “insert an association line.”

\[(10) \quad \frac{L}{H} \quad \frac{H}{V} \quad \frac{H}{V}
\]
Two other notational conventions are needed to understand the formulation of autosegmental rules. First, the deletion of an association line is indicated by crossing out the line:

(11) \[
\begin{array}{c}
\text{H} \\
\times \\
\text{V}
\end{array}
\]

Second, an element (tone or vowel) which has no corresponding association on the other tier (vowel or tone) is indicated with the mark `'`, thus, V' indicates a toneless vowel and H' indicates an H not linked to a vowel.

One striking advantage of the autosegmental model is that it allows us to express this common tonal process in a very simple way. The theory also allows each of the remaining processes in (2) to be expressed equally simply – in fact, essentially identically, as involving an expansion of the temporal domain of a tone either to the left or to the right.

(12) \[
\begin{array}{c}
\text{H} \quad \text{L} \quad (=\text{(2b)}) \\
\text{V} \quad \text{V}
\end{array} \quad \begin{array}{c}
\text{H} \quad \text{L} \quad (=\text{(2c)}) \\
\text{V} \quad \text{V}
\end{array} \quad \begin{array}{c}
\text{L} \quad \text{H} \quad (=\text{(2d)}) \\
\text{V} \quad \text{V}
\end{array}
\]

The problem of the natural classes formed by contour tones and level tones was particularly vexing for the linear theory. Most striking was the fact that what constitutes a natural class for contour tones depends on the linear order of the target and conditioning tones. If the conditioning tones stand on the left, then the natural classes observed are \{L,F\} and \{H,R\}, and if the conditioning tones stand on the right, then the natural groupings are \{L,R\} and \{H,F\}. In all other cases, the groupings of elements into natural classes are independent of whether the target is to the right or the left of the trigger. The autosegmental representation of contour tones thus provides a very natural explanation of what is otherwise a quite bizarre quirk in the concept “natural class.”

The autosegmental model also provides a principled explanation for the nonexistence of rules such as (4), i.e. the rules H → F / \{L,R\} and L → R / \{H,F\}. The change of H to F after L would involve not just an adjustment in the temporal organization of an L–H sequence, but would necessitate the insertion of a separate L to the right of the H tone, which would have no connection with the preceding L; the change of H to F after R is even worse in that the change involves insertion of L when H is remotely preceded by a L. Thus, the closest that one could come to formalizing such a rule in the autosegmental approach would be as in (13).

(13) \[
\begin{array}{c}
\text{L} \quad \text{(H)} \quad \text{H} \\
\times \quad \times \\
\text{V} \quad \text{V} \quad \text{V}
\end{array} \quad \rightarrow \quad \begin{array}{c}
\text{L} \quad \text{(H)} \quad \text{H} \quad \text{L} \\
\times \quad \times \quad \times \\
\text{V} \quad \text{V} \quad \text{V}
\end{array}
\]

As we will discuss in this chapter, autosegmental theory resulted in a considerable reconceptualization of phonological processes, and allowed the
theory of rules to be considerably constrained so that such rules which perform arbitrary actions in arbitrary contexts simply were rendered formally impossible to state.

In addition to the fact that the theory provides a much-needed account of contour tones, quite a number of other arguments can be given for the autosegmental theory of tone. The essential claim of the theory is that there is not a one-to-one relation between the number of tones in an utterance and the number of vowels: a single tone can be associated with multiple vowels, or a single vowel can have multiple tones. Moreover, an operation on one tier, such as the deletion of a vowel, does not entail a corresponding deletion on the other tier. We will look at a number of arguments for the autonomy of tones and the vowels which phonetically bear them in the following sections.

### 10.1.3 Tone preservation

One very common property exhibited by tones is stability, where the deletion of a vowel does not result in the deletion of the tone born by the vowel. Very commonly, the tone of a deleted vowel is transferred to the neighboring vowel, often resulting in a contour tone. We have seen an example of this phenomenon in Yekhee, where the combination of an L vowel plus H vowel results in a rising-toned vowel, and H+L gives a falling-toned vowel.

\[ \text{(14) } \text{òké òkpá} \rightarrow \text{òkôkpá} \quad \text{‘one ram’} \]
\[ \text{ówà ówà} \rightarrow \text{ówôwà} \quad \text{‘every house’} \]

In the autosegmental theory, deletion of a vowel does not directly affect the tone which was associated with it, and as a result, after deletion of the vowel the tone simply remains on the tonal tier with no association with the segmental tier – such an unassociated tone is referred to as a floating tone.

\[ \text{(15) } \text{L H L H} \rightarrow \text{LH L H} \rightarrow \text{H L H} \rightarrow \text{HLH L} \]
\[ \text{o k e o kp a} \rightarrow \text{o k o k p a} \rightarrow \text{o w a o w a} \rightarrow \text{o w o w a} \]

One of the principles proposed in this theory is that all vowels must (eventually) bear some tone, and all tones must be born by some vowel – this condition is known as the Well-formedness Condition. Accordingly, the unassociated tones which resulted from the deletion of a vowel would then be associated with the following vowel, resulting in a falling or rising tone.

\[ \text{(16) } \text{LH L H} \rightarrow \text{HLH L} \]
\[ \text{o k o k p a} \rightarrow \text{o w o w a} \]

The combination of two like-toned vowels, as in the case of \text{éké élà} \rightarrow \text{ékélà} ‘three rams,’ brings out another principle of the theory. By the operation
of vowel deletion and reassociation of the floating tone, one would expect
the following representation.

(17) \[ \text{L H H L} \]
\[ \ddag \ddag \ddag \ddag \]
\[ \text{e k e l a} \]

This would not be distinct from the simple tone melody LHL: (17) says that
the vowel e should be produced at high pitch at the beginning and at the
end, with no other pitches being produced. The **Twin Sister Convention**
was proposed as a constraint on the theory, so that such a phonetically
indistinguishable representation is formally disallowed.

(18) **Twin Sister Convention**
Adjacent identical tones on one vowel are automatically simplified

Another illustration of the autosegmental treatment of tone preserva-
tion comes from Lomongo. When vowels are brought together, either
directly in the underlying representation or as the result of deleting cer-
tain consonants, the vowel sequence is reduced to a single vowel which
preserves all of the component tones of the two vowels. This can result not
just in the simple contours R and F, but also in the complex three-tone
contours fall–rise (FR) and rise–fall (RF).

(19) \[ \text{H+H \rightarrow H} \quad \text{bëtámbá béfé} \rightarrow \quad \text{bëtámbéfé} \quad \text{‘two trees’} \]
\[ \text{L+L \rightarrow L} \quad \text{là itókò} \rightarrow \quad \text{lítókò} \quad \text{‘with the fork’} \]
\[ \text{H+L \rightarrow F} \quad \text{mpùlú iné} \rightarrow \quad \text{mpùjwíné} \quad \text{‘these birds’} \]
\[ \text{L+H \rightarrow R} \quad \text{là bónà} \rightarrow \quad \text{lñànà} \quad \text{‘with the baby’} \]
\[ \text{H+F \rightarrow F} \quad \text{sόngóló ltsw¿} \rightarrow \quad \text{sόngólóltsw¿} \quad \text{‘may S. enter’} \]
\[ \text{H+R \rightarrow FR} \quad \text{bålóngá bákáé} \rightarrow \quad \text{bålóngá káé} \quad \text{‘his blood’} \]
\[ \text{L+F \rightarrow RF} \quad \text{fåkål¿ tsw¿å} \rightarrow \quad \text{fåkål¿ tsw¿å} \quad \text{‘F. comes in’} \]
\[ \text{L+R \rightarrow R} \quad \text{bånkò båm¿} \rightarrow \quad \text{bånkåm¿} \quad \text{‘those others’} \]
\[ \text{R+F \rightarrow RF} \quad \text{šm¿ èmbè} \rightarrow \quad \text{šm¿ èmbè} \quad \text{‘may someone else sing’} \]

The derivation of the last example illustrates how the autosegmental the-
ory explains the pattern elegantly. In this case, the first vowel deletes,
causing its two tones to become floating. Those tones are associated with
the following vowel by the Well-formedness Conditions. This results in
two adjacent H tones on one vowel, which by the Twin Sister Convention
reduce to one H, giving the phonetic output.

(20) \[ \text{LH L H L L} \]
\[ \ddag \ddag \ddag \ddag \] \[ \text{→} \]
\[ \text{LH L H L L} \]
\[ \ddag \ddag \ddag \ddag \] \[ \text{→} \]
\[ \text{LH L H L L} \]
\[ \ddag \ddag \ddag \ddag \] \[ \text{→} \]
\[ \text{LH L H L L} \]
\[ \ddag \ddag \ddag \ddag \] \[ \text{→} \]
The fact that the theory effortlessly handles three-tone contours, when the linear theory struggled to handle even two-tone contours, is clear evidence that autosegmental theory is the better theory.

### 10.1.4 Across-the-board effects

Another phenomenon which argues for the autosegmental representation of tone is across-the-board tone change. An illustration of such a tonal effect can be found in Shona. The examples in (21) show that if a noun begins with some number of H tones, those H’s become L when preceded by one of the prefixes né-, sé- and ché.

\[(21)\]

<table>
<thead>
<tr>
<th>N</th>
<th>with N</th>
<th>like N</th>
<th>of N</th>
</tr>
</thead>
<tbody>
<tr>
<td>mbwá</td>
<td>né-mbwá</td>
<td>sé-mbwá</td>
<td>chá-mbwá</td>
</tr>
<tr>
<td>hóvé</td>
<td>né-hóvé</td>
<td>sé-hóvé</td>
<td>chá-hóvé</td>
</tr>
<tr>
<td>mbündúdzi</td>
<td>né-mbündúdzi</td>
<td>sé-mbündúdzi</td>
<td>chá-mbündúdzi</td>
</tr>
<tr>
<td>hákátà</td>
<td>né-hákátà</td>
<td>sé-hákátà</td>
<td>chá-hákátà</td>
</tr>
<tr>
<td>bénzïbvünza</td>
<td>né-bénzïbvünza</td>
<td>sé-bénzïbvünza</td>
<td>chá-bénzïbvünza</td>
</tr>
</tbody>
</table>

As shown in (22) and by the last example of (21), an H tone which is not part of an initial string of H’s will not undergo this lowering process.

\[(22)\]

<table>
<thead>
<tr>
<th>N</th>
<th>with N</th>
<th>like N</th>
<th>of N</th>
</tr>
</thead>
<tbody>
<tr>
<td>mûrûmé</td>
<td>né-mûrûmé</td>
<td>sé-mûrûmé</td>
<td>chá-mûrûmé</td>
</tr>
<tr>
<td>bàdzá</td>
<td>né-bàdzá</td>
<td>sé-bàdzá</td>
<td>chá-bàdzá</td>
</tr>
</tbody>
</table>

The problem is that if we look at a word such as mbündúdzi as having three H tones, then there is no way to apply the lowering rule to the word and get the right results. Suppose we apply the following rule to a standard segmental representation of this word.

\[(23)\]

\[V \rightarrow [-H] / \text{se, ne, che } _{-} \text{ [+H] / } \text{ [+H]}\]

Beginning from /né-mbündúdzi/, this rule would apply to the first H-toned vowel giving né-mbündúdzi. However, the rule could not apply again since the vowel of the second syllable is not immediately preceded by the prefix which triggers the rule. And recall from examples such as né-mûrûmé that the rule does not apply to noninitial H tones.

This problem has a simple solution in autosegmental theory, where we are not required to represent a string of n H-toned vowels as having n H tones. Instead, these words can have a single H tone which is associated with a number of vowels.

\[(24)\]

\[\text{H} \quad \text{H} \quad \text{H} \quad \text{H} \quad \text{L} \quad \text{H} \]

\[/mbwa \quad \text{hove} \quad \text{mbundudzi} \quad \text{benzbvunza}/\]

Given these representations, the tone-lowering process will only operate on a single tone, the initial tone of the noun, but this may be translated into an effect on a number of adjacent vowels.
There is a complication in this rule which gives further support to the autosegmental account of this process. Although this process lowers a string of H tones at the beginning of a noun, when one of these prefixes precedes a prefixed structure, lowering does not affect every initial H tone. When one prefix precedes another prefix which precedes a noun with initial H's, the second prefix has an L tone and the noun keeps its H tones.

(26)  
\[
\begin{array}{llll}
N & \text{of } N & \text{like of } N \\
mbündúdzi & \text{ché-}mbündúdzi & \text{sé-}ché-\text{-mbündúdzi} & \text{‘army worm’} \\
hákátà & \text{ché-}hákátà & \text{sé-}ché-hákátà & \text{‘bones’}
\end{array}
\]

However, if there are three of these prefixes, the second prefix has an L tone, and lowering also affects the first (apparent) string of tones in the noun.

(27)  
\[
\begin{array}{lll}
sé-nè-\text{-ché-}mbündúdzi & \text{‘like with of army worm’} \\
sé-nè-\text{-ché-}hákátà & \text{‘like with of bones’}
\end{array}
\]

A simple statement like “lower a sequence of adjacent H’s” after an H prefix would be wrong, as these data show. What we see here is an alternating pattern, which follows automatically from the rule that we have posited and the autosegmental theory of representations. Consider the derivation of a form with two prefixes.

(28)  
\[
\begin{array}{llll}
| & H & H & H \\
sé-\text{-ché-}mbündúdzi & \rightarrow & H & L & H \\
\end{array}
\]

The lowering of H on che gives that prefix an L tone, and therefore that prefix cannot then cause lowering of the H’s of the noun. On the other hand, if there are three such prefixes, the first H-toned prefix causes the second prefix to become L, and that prevents prefix 2 from lowering prefix 3. Since prefix 3 keeps its H tone, it therefore can cause lowering of H in the noun.

(29)  
\[
\begin{array}{llllll}
| & | & H & H & H & H \\
se-ne-\text{-ché-}mbündúdzi & \rightarrow & H & L & H & L \\
\end{array}
\]

Thus it is not simply a matter of lowering the tones of any number of vowels. Unlike the traditional segmental theory, the autosegmental model provides a very simple and principled characterization of these patterns of tone lowering.
10.1.5 Melodic patterns

Another phenomenon which supports the autonomy of tones and segments is the phenomenon of melodic tonal restriction. In some languages, there are restrictions on the possible tones of words, irrespective of the number of vowels in the word. Mende is an example of such a language. Although this language has H, L, rising, falling and rise–falling tones, the distribution of those tones in words is quite restricted. Words can be analyzed as falling into one of five tone melodies, illustrated in (30).

(30) H pélé ‘house,’ kó ‘war’
    L bélé ‘trousers,’ kpà ‘debt’
    HL kényà, mbû ‘owl’
    LH níká, mbá ‘rice’
    LHL níkíli ‘groundnut,’ nyáhá ‘woman,’ mbá ‘companion’

If tones were completely unrestricted, then given five surface tones, one would predict twenty-five patterns for bisyllabic words and 125 patterns for trisyllabic words. Instead, one finds five patterns no matter how many vowels there are.

This distribution can be explained if the restriction is simply stated at the level of the tonal representation: the tone pattern must be one of H, L, LH, HL or LHL. As seen in (31), given an autosegmental representation of tone, níkíli, nyáhá, and mbá all have the same tonal representation.

(31) LHL   L H L   L H L
    | | |   | |   | |   nikíli nyáha mbá

10.1.6 Floating tones

Another tonal phenomenon which confounds the segmental approach to tone, but is handled quite easily with autosegmental representations, is the phenomenon of floating tones, which are tones not linked to a vowel.

Anlo tone. The Anlo dialect of Ewe provides one example. The data in (32) illustrate some general tone rules of Ewe. Underlyingly, the noun ‘buffalo’ is /e tô/. However, it surfaces as [ètò] either phrase-finally or when the following word has an L tone.

(32) ètò ‘buffalo’ ètò mè ‘in a buffalo’
    ètò ɡéèlé ‘buffalo-buying’ ètò dyì ‘on a buffalo’
    ètò mëgbé ‘behind a buffalo’

These alternations are explained by two rules; one rule lowers M (mid) to L at the end of a phrase, and the second assimilates M to a following L.

(33) M → L / _ ## M → L / _ L

Thus in the citation form, /ètò/ first becomes ètò, then [ètò].
Two other tone rules are exemplified by the data in (34).

(34) ètó ‘mountain’ ètó dyí ‘on a mountain’
ètó mégbé ‘behind a mountain’

Here, we see a process which raises M to Superhigh tone (SH) when it is surrounded by H tones; subsequently a nonfinal H tone assimilates to a preceding or following SH tone.

(35) $M \rightarrow SH / H \ _ H \ H \rightarrow SH \% \ SH \ _$

We know from ètó mégbé ‘behind a buffalo’ that mégbé has the tones MH. Therefore, the underlying form of ètó mégbé ‘behind a mortar’ is ètó mégbé. The underlying form is subject to the rule raising M to SH since the M is surrounded by H tones, giving ètó mégbé. This then undergoes the SH assimilation rule. Another set of examples illustrating these tone processes is (36), where the noun [àtyíkè] ends in the underlying sequence HM. When followed by [mégbé], the sequence HMMH results, so this cannot undergo the M-raising rule. However, when followed by [dyí], the M-raising rule applies to [kè], giving a SH tone, and the preceding syllable then assimilates this SH.

(36) àtyíkè ‘root’ àtyíkè ṭe ‘root-buying’
àtyíkè mégbé ‘behind a root’ àtyíkè dyí ‘on a root’

There are some apparently problematic nouns which seem to have a very different surface pattern. In the citation form, the final M tone does not lower; when followed by the MM-toned participle [ṭe], the initial tone of the participle mysteriously changes to H; the following L-toned postposition mè inexplicably has a falling tone; the postposition [mégbé] mysteriously has an initial SH tone.

(37) ètó ‘mortar’ ètó ṭe ‘mortar-buying’
ètó mè ‘in a mortar’ ètó dyí ‘on a mortar’
ètó mégbé ‘behind a mortar’

All of these mysteries are resolved, once we recognize that this noun actually does not end with an M tone, but rather ends with a H tone that is not associated with a vowel, thus the underlying form of the noun ‘mortar’ is (38).

(38) ètø | | M M H

Because the noun ends in a (floating) H tone and not an M tone, the rule lowering prepausal M to L does not apply, which explains why the final tone does not lower. The floating H associates with the next vowel if possible, which explains the appearance of an H on the following postposition as a falling tone (when the postposition is monosyllabic) or level H (when the
next word is polysyllabic). Finally, the floating H serves as one of the triggering tones for the rule turning M into SH, as seen in ètò mégbé. The hypothesis that this word (and others which behave like it) ends in a floating H tone thus provides a unified explanation for a range of facts that would otherwise be inexplicable. However, the postulation of such a thing as a “floating tone” is possible only assuming the autosegmental framework.

**Mixtec.** Another example of floating tones can be seen in the language Mixtec. As (39) indicates, some words such as kkè ‘will eat’ have no effect on the tone of the following word, but other words such as the apparently homophonous verb meaning ‘will go away’ cause the initial tone to become H.

(39) sùčí ‘child’ kòò ‘snake’
    kèè ‘will eat’
    kèè sùčí ‘the child will eat’ kèè sùčí ‘the child will go away’
    kèè kòò ‘the snake will eat’ kèè kòò ‘the snake will go away’

A similar effect is seen in (40), where tàká ‘all’ has no effect on the following word, but máá ‘that’ causes raising of the initial tone of the next word.

(40) tàká sùčí ‘all the children’ máá sùčí ‘that child’
    tàká bè?è ‘all the houses’ máá bè?è ‘that house’
    tàká kòò ‘all the snakes’ máá kòò ‘that snake’
    tàká mímí ‘all the puddles’ máá mímí ‘that puddle’

These data can be explained very easily if we assume the following underlying representations.

(41) MM MMH L H HH H
    | | | | | |
    k e e k e e t a k a m a a

**Gà.** Other evidence for floating tones comes from Gà. In this language, there is a rule changing the tone sequence HL at the end of a phrase into H’H. The operation of this rule can be seen in the data of (42), where the presence of the future tense prefix baá causes a change in the tone of final L-toned verbs with the shape CV.

(42) 3sg past 3sg future
e-çá e-baá-çá ‘dig’
e-jo e-baá-jó ‘dance’
e-gbe e-baá-gbè ‘kill’
e-kpe e-baá-kpé ‘sew’
e-sò e-baá-śó ‘pull’
e-tù e-baá-tú ‘jump’
e-wo e-baá-wó ‘wear’
The necessity of restricting this rule to an HL sequence which is at the end of a phrase is demonstrated by examples such as *ebaágbé Ako* ‘he will kill Ako,’ *ebaákp ataadé* ‘he will sew a shirt,’ *ebaáš5 kpan* ‘he will pull a rope,’ where the sequence is not prepausal. This restriction also explains why verbs with long vowels or two syllables do not undergo this alternation: the L-toned syllable that comes after the H is not also at the end of the phrase.

<table>
<thead>
<tr>
<th>3sg past</th>
<th>3sg future</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-gbôô</td>
<td>e-baá-gbôô</td>
</tr>
<tr>
<td>e-hao</td>
<td>e-baá-hao</td>
</tr>
<tr>
<td>e-sôô</td>
<td>e-baá-sôô</td>
</tr>
<tr>
<td>e-sôle</td>
<td>e-baá-sôle</td>
</tr>
<tr>
<td>e-hala</td>
<td>e-baá-hala</td>
</tr>
</tbody>
</table>

This rule does not apply to tense-inflections on verbs, for example the plural imperative -a *(nyé-hé-a ‘buy (pl)’)* or the habitual -ó *(e-mâjé-o ‘he sends’)*.

A second relevant rule is Plateauing, whereby HLH becomes HHH. This can be seen in (44) involving verbs with final HL. When the following object begins with a H tone, the resulting HLH sequence becomes HHH.

| nyé-hé-a     | ‘buy (pl)!’       |
| nyé-hé-á tôu | ‘buy (pl) a gun!’ |
| nyé-hé-a f3  | ‘buy (pl) oil!’   |
| e-mâjé-ako   | ‘he sends Ako’    |
| e-mâjé-ó akú | ‘he sends Aku’    |
| mâjgbe kwakwé| ‘I am killing a mouse’ |
| mâjgbe fôte  | ‘I am killing a termite’ |

This rule also applies within words, when the verb stem has the underlying tone pattern LH and is preceded by an H-toned prefix.

<table>
<thead>
<tr>
<th>3sg past</th>
<th>3sg future</th>
</tr>
</thead>
<tbody>
<tr>
<td>e-hulú</td>
<td>e-baá-hulú</td>
</tr>
<tr>
<td>e-kasé</td>
<td>e-baá-kasé</td>
</tr>
<tr>
<td>e-kójó</td>
<td>e-baá-kójó</td>
</tr>
<tr>
<td>e-mâjé</td>
<td>e-baá-mâjé</td>
</tr>
</tbody>
</table>

There are a number of areas in the language where floating tones can be motivated. The perfective tense provides one relevant example. Consider the data in (46), which contrasts the form of the subjunctive and the perfective. Segmentally these forms are identical: their difference lies in their tone. In both tenses the subject prefix has an H tone. In the perfective, the rule affecting prepausal HL exceptionally fails to apply to an L-toned CV stem, but in the subjunctive that rule applies as expected.

<table>
<thead>
<tr>
<th>3sg subjunctive</th>
<th>3sg perfective</th>
</tr>
</thead>
<tbody>
<tr>
<td>é-ćá</td>
<td>é-ća</td>
</tr>
<tr>
<td>é-jó</td>
<td>é-jo</td>
</tr>
</tbody>
</table>
You might think that the perfective is an exception, but there is more to it.

Another anomaly of these verbs forms is that the Plateauing rule fails to apply between the verbs of (46) and an initial H tone, even though the requisite tone sequence is found.

(47) é-gbe ákú ‘he has killed Aku’
é-šš gùgù ‘he has pulled a nose’
é-wo jwéé ‘he has worn grass’

The failure of both the HL → H^H rule and the Plateauing rule can be explained by positing that the perfective tense is marked by a floating L tone which comes between the subject prefix and the verb stem; thus the phonological representation of perfective é-wo would be (48).

(48) H  L  L
e  –  wo

The floating L between the H and the L of the root means that the H is not next to the prepausal L, which we have already seen is a crucial condition for the change of HL to H^H. In addition, the presence of this floating L explains why this verb form does not undergo Plateauing. Thus two anomalies are explained by the postulation of a floating tone.

Other examples of the failure of the Plateauing rule in this tense can be seen below. The examples from the simple past show that these verbs underlyingly have the tone pattern LH, which surfaces unchanged after the L-toned subject prefix used in the simple past. The subjunctive data show that these stems do otherwise undergo Plateauing after an H-toned prefix; the perfective data show that in the perfective tense, Plateauing fails to apply within the word.

(49) 3sg past 3sg subjunctive 3sg perfective
  e-hulú  é-húlú  é-hulú  ‘jump’
  e-kasé  é-kásé  é-kasé  ‘learn’
  e-kojó  é-kojó  é-kojó  ‘judge’
  e-majé  é-majé  é-majé  ‘send’

Again, these facts can be explained by positing a floating tone in the perfective tense: that L means that the actual tone sequence is HLLH, not HLH, so Plateauing would simply not be applicable to that tone sequence.
Finally, the postulation of a floating L as the marker of the perfective explains why a downstep spontaneously emerges between the subject prefix and a stem-initial H tone.

Thus the postulation of a floating tone as the marker of the perfective explains a number of anomalies: insofar as floating tones have a coherent theoretical status in autosegmental phonology but not in the linear theory, they provide strong support for the correctness of the autosegmental model.

10.1.7 Tonal morphemes

Another example of the kind of dissynchrony between tones and vowels which is explained by the autosegmental model is the tonal morpheme, where a particular morpheme is expressed solely as a tone – this is a variant of the problem of floating tones. One such example is the expression of case marking and the marking of modified nouns in Angas. When a noun is case marked in Angas (when it is at the end of the subject or object NP, for example), case marking is indicated with a suffixed floating H which links to the final vowel, forming a rising tone if the final tone of the noun is M or L. When a noun is followed by an adjective in its phrase, that fact is marked by the suffixation of a floating L tone, which forms a falling contour tone when the last tone is M or H.

Thus the postulation of a floating tone as the marker of the perfective explains a number of anomalies: insofar as floating tones have a coherent theoretical status in autosegmental phonology but not in the linear theory, they provide strong support for the correctness of the autosegmental model.
Tiv is another language with morphemes being marked by tone, in this case verbal tense-aspect. Verb roots in Tiv lexically have either an H tone or an L tone on the first syllable of the root. The general past tense is marked with a floating L tone; the past habitual with a H; the recent past with the tone sequence HL.

(53) H verbs

<table>
<thead>
<tr>
<th>General past (L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vá ‘come’</td>
</tr>
<tr>
<td>úngwà ‘hear’</td>
</tr>
<tr>
<td>yévésè ‘flee’</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Past habitual (H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dá ‘go’</td>
</tr>
<tr>
<td>vèndè ‘refuse’</td>
</tr>
<tr>
<td>ngòhòrò ‘accept’</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recent past (HL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>vá ‘come’</td>
</tr>
<tr>
<td>úngwà ‘hear’</td>
</tr>
<tr>
<td>yévésè ‘flee’</td>
</tr>
</tbody>
</table>

In addition to showing the effects of various floating tone morphemes which mark tense-aspect, these data illustrate the application of a contour-simplification rule. We now consider how representative forms are actually derived. The concatenation of the L root ngohoro and the recent past morpheme gives the following underlying form:

(54) L HL

These tones must be assigned to the vowels of the stem: we can see that the first tone links to the first free vowel and the second tone links to the second free vowel. This is an instance of one-to-one left-to-right mapping.

(55) Link free tones to free vowels, one-to-one, from left to right

This process is so common that it had been thought that it is actually a universal convention on free tones – we now know, since languages have been discovered which do not obey this condition – that it is a languagespecific rule, though a very common one. Application of this rule to (54) gives the surface form.

Now consider the disyllabic L root vèndè. This root has two vowels but three tones. If all of the tones were to be associated with the vowels of the root, this would force the final syllable to bear the tone sequence HL, i.e. it would have a falling tone. We can see that there are no contour tones in the data. This leaves us with two possibilities in accounting for vèndè: either the rule...
associating floating tones with vowels simply does not link a floating tone with a vowel that already has a tone, or floating tones do associate with vowels that already bear a H and then some later rule eliminates tonal contour tones. If we assume that floating tones are all initially associated with a vowel and contours are later eliminated, we will require the following rule, which deletes the L-tone component of a falling tone.

\[(56) \quad H \ L \rightarrow \emptyset \]

Finally, we come to /dzà/, which has H if one of the floating tone patterns H or HL is added to the root. This can be explained if floating tones are associated with root vowels even when this would result in a contour tone. Linking the melodic tones to this root would result in the following representation:

\[(57) \quad L \ H \ L \]

Rule (56) applies in a mirror-image fashion: it deletes L in combination with an H on one vowel, standing before or after the H. This explains why the lexical L is replaced with an H. Under the alternative account, that floating tones only link to vowels which do not have any other tone, we would be unable to explain why the lexical L is replaced by H when a melodic pattern with an H tone is added.

### 10.1.8 Toneless vowels

Another phenomenon demonstrating the independence of tones and vowels is the existence of underlyingly toneless vowels. This can be illustrated with data from Margyi. There are two tones in Margyi, H and L, but there are three underlying types of vowels in terms of tonal behavior, namely H, L, and toneless. Examples of underlyingly toneless morphemes are /dål/ ‘buy,’ /skə/ ‘wait’ and /na/ ‘away.’ When two morphemes with underlying tones are combined, there are no surface tone changes. However, when one of the toneless morphemes is combined with a morpheme with tone, the toneless morpheme takes on the tone of the tone-bearing morpheme.

\[(58) \quad \begin{array}{l}
tá + bá \rightarrow \text{tábá} \quad \text{‘to cook all’} \\
do ál + bá \rightarrow \text{dó Cô} \quad \text{‘to throw out’} \\
hàrù + dà \rightarrow \text{hàrdà} \quad \text{‘to buy’} \\
\text{sk}ə + dà \rightarrow \text{skà Cô} \quad \text{‘give me’} \\
tá + na \rightarrow \text{tá Cô} \quad \text{‘to throw away’} \\
do ál + na \rightarrow \text{dó Cô} \quad \text{‘to sell’}
\end{array} \]
As (59) indicates, this can be accounted for by spreading tone (i.e. adding associations between tone and vowels) to toneless vowels.

(59) \[ \begin{array}{ccc}
H & H & L \\
\tilde{d}o + b & \tilde{t}a + n & \tilde{n}d + n
\end{array} \]

The form \( \text{\'d\tilde{\text{\_}}l\text{-nà} 'to sell,' \) which combines two toneless morphemes, illustrates another property of tone systems. Since all vowels must on the surface have some tonal specification, the following question arises: if there is no tone present in the string which could spread to toneless vowels, how do toneless vowels get their surface tone? The answer is that there are also rules of **default tone assignment**, which guarantee that if a vowel does not otherwise have a tone value, one is automatically assigned. Such a rule can be formalized as (60).

(60) \[ \begin{array}{ccc}
& L & \\
V' & V
\end{array} \]

Generally, in languages with two levels of tone, the default value assigned to otherwise toneless vowels is L; in languages with three tone levels, the default tone specification is usually M tone. Yoruba is a language with three tone levels, where it can be argued that M-toned vowels are actually underlyingly toneless, and M tones are assigned by a default tone-assignment rule. The examples in (61) illustrate a very general tone-spreading rule whereby L tone becomes falling after H, and H tone becomes rising after L. However, M is unchanged after either L or H, and M also has no effect on a following L or H.

(61) \[ \begin{array}{ccc}
kò pò & 'it is not plentiful' & kò dün & 'it is not sweet' \\
o pò & 'it is plentiful' & o dün & 'it is sweet' \\
\tilde{e}k\tilde{\text{\_}} & 'lesson' & \tilde{s}b\tilde{\text{\_}} & 'monkey' \\
\tilde{m}\tilde{\text{\_}} & 'mourn' & \tilde{g}i\tilde{\text{\_}} & 'height' \\
i\tilde{s}\tilde{\text{\_}} & 'work' & \tilde{e}\tilde{j}o & 'snake'
\end{array} \]

The question is how to exclude M tone from being targetted by this rule, and how to prevent M tone from spreading. If we assume that tonally unspecified vowels are assigned an M tone by default, and that M tones in Yoruba derive only from application of this default specification rule, then we can explain these patterns rather simply. We can assume the following tone-spreading rule, where T represents any tone.

(62) \[ \begin{array}{ccc}
T & T & \\
V & V
\end{array} \]
The fact that contours are not formed with M tone follows from the fact that a contour is two tone specifications on one vowel, plus the hypothesis that M tone is only assigned if there is no tonal specification on a vowel.

10.1.9 Tonal mobility

The final demonstration of the autonomy of tone from segments is the tone mobility, which is the fact that tones can move about from vowel to vowel quite easily, in a fashion not shared with segmental properties. One example of tonal mobility comes from Nkore, seen in (63). This language has an underlying contrast between words whose last syllable is H toned, and those whose penultimate syllable is H toned. In prepausal position, underlyingly final H tones shift to the penultimate syllable, thus neutralizing with nouns having an underlyingly penult H. When some word follows the noun, the underlying position of the H tone is clearly revealed.

(63) Nouns with penult H

<table>
<thead>
<tr>
<th>Noun</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>òkúgúrù</td>
<td>'leg'</td>
</tr>
<tr>
<td>òkúgúrù kúrúùjí</td>
<td>'good leg'</td>
</tr>
<tr>
<td>òmúkózí</td>
<td>'worker'</td>
</tr>
<tr>
<td>òmúkózí múrúùnji</td>
<td>'good worker'</td>
</tr>
<tr>
<td>èmbúzì</td>
<td>'goat'</td>
</tr>
<tr>
<td>èmbúzì nùùnji</td>
<td>'good goat'</td>
</tr>
<tr>
<td>èchikópò</td>
<td>'cup'</td>
</tr>
<tr>
<td>èchikópò chirúùnji</td>
<td>'good cup'</td>
</tr>
<tr>
<td>èmbibò</td>
<td>'seeds'</td>
</tr>
<tr>
<td>èmbibò nùùnji</td>
<td>'good seeds'</td>
</tr>
</tbody>
</table>

Nouns with final H

<table>
<thead>
<tr>
<th>Noun</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>òmúgúzì</td>
<td>'buyer'</td>
</tr>
<tr>
<td>òmúgúzì múrúùnji</td>
<td>'good buyer'</td>
</tr>
<tr>
<td>òmúkámà</td>
<td>'chief'</td>
</tr>
<tr>
<td>òmúkámá múrúùnji</td>
<td>'good chief'</td>
</tr>
<tr>
<td>èëmbwà</td>
<td>'dog'</td>
</tr>
<tr>
<td>èëmbwà nùùnji</td>
<td>'good dog'</td>
</tr>
<tr>
<td>òbúrò</td>
<td>'millet'</td>
</tr>
<tr>
<td>òbúrò búrúùnji</td>
<td>'good millet'</td>
</tr>
<tr>
<td>kàsùkù</td>
<td>'parrot'</td>
</tr>
<tr>
<td>kàsùkù nùùnji</td>
<td>'good parrot'</td>
</tr>
</tbody>
</table>

There are a number of reasons internal to the grammar of Nkore for treating L tone as the default tone, and for only specifying H tones in the phonology so that phonetically L-toned vowels are actually toneless. This alternation can be accounted for by the following rule of tone-throwback.

(64)

\[ \begin{array}{c}
V \\
C_0V
\end{array} \]

Another example of tone shift can be seen in Kikuyu. Like Nkore, there are good reasons to analyze this language phonologically solely in terms of the position of H tones, with vowels not otherwise specified as H being realized phonetically with a default L tone. We will follow the convention adopted in such cases as marking H-toned vowels with an acute accent, and not marking toneless (default L) vowels.

Consider the Kikuyu data in (65) from the current habitual tense. The first two examples in (65a) would indicate that the morphemes -o, -rɔ, -a, and -ə are all toneless. The third example, however, shows the root rɔ with an H tone: this happens only when the root is preceded by the object prefix ma. In (65b), we see that – in contrast to what we see in (65a) – the habitual suffix
<a> has an H tone when it is preceded by the root tom (which is itself tone-
less on the surface). As with (65a), the syllable that follows ma has an H tone.

(65) a. to -rɔ -a
we-look at-hab-tense
- to -mo -rɔ -a
we-him-look at-hab-tense
- to -má -rɔ -a
we-them-look at-hab-tense
'we look at him'
'b we look at them'

b. to -tom-á -a
we-send
- to -mo -tom-á -a
we-send him
- to -ma -tom-á -a
we-send them

It is clear, then, that certain syllables have the property of causing the fol-
lowing syllable to have a surface H tone. This is further demonstrated in
(66), where the derivational suffixes -er- and -an- follow the roots -rɔr- and
-tom-: we can see that the syllable after -tom always receives an H tone.

(66) to -rɔr -er-a
we look for
- to -tom-ér-a
we send for
- to -rɔr -an-a
we look at each other
- to -tom-án-a
we send each other
- to -rɔr -er-an-a
we look for each other
- to -tom-ér-an-a
we send for each other

Further examples of this phenomenon are seen in the examples of the
recent past in (67). In (67a), the root rɔr (which generally has no H tone)
has an H tone when it stands immediately after the recent-past-tense pre-
fix -a; or, the object prefix that follows -a will have a surface H tone. The
examples in (67b) show the same thing with the root -tom- which we have
seen has the property of assigning an H tone to the following vowel.

(67) a. to -rɔ -ra
we looked at
- to -mɔ -rɔ -ra
we looked at him
- to -má -rɔ -ra
we looked at them

b. to -a-tom-á
we sent
- to -mɔ -tom-á
we sent him
- to -má -tom-á
we sent them

We would assume that the root -tóm- has an H, as do the object prefix
-má- and the tense prefix -a-, and this H tone is subject to the following
rule of tone shift, which moves every H tone one vowel to the right.

(68) \[ \begin{array}{c}
H \\
\hline
V \\
C_0 \\
V 
\end{array} \]

Thus, /to-tóm-er-aya/ becomes totoméra, /to-má-rɔr-aya/ becomes
tomaróra, and /to-á-má-tóm-á/ becomes toamátómá.
An even more dramatic example of tone shifting comes from Digo. In this language, the last H tone of a word shifts to the end of the word. The root *vugura* is toneless, as is the object prefix *ni*, but the object prefix *a* ‘them’ has an underlying H tone, which is phonetically realized on the last vowel of the word. Similarly, the root *togora* is toneless, as is the subject prefix *ni*, but the third-singular subject prefix *a* has an H tone, which shifts to the end of the word. Lastly, the root *tsukura* is toneless, as is the tense-aspect prefix *-na*, but the perfective prefix *ka* has an H tone which shifts to the last vowel of the word.

These data can be accounted for by a rule of tone shift which is essentially the same as the Kikuyu rule, differing only in that the tone shifts all the way to the end of the word.

The foregoing modification of phonological theory had the obvious good consequence that tonal phenomena could be accounted for very nicely, whereas previously tone was largely outside the grasp of the theory. The impact of autosegmental phonology was much more profound than that, however. The obvious thing to wonder is, if tones are separate from the rest of the segment, then perhaps segments themselves are not such monolithic, unstructured entities. And so investigators looked for evidence for a similar separation of segmental features.

10.2 Extension to the segmental domain

The foregoing modification of phonological theory had the obvious good consequence that tonal phenomena could be accounted for very nicely, whereas previously tone was largely outside the grasp of the theory. The impact of autosegmental phonology was much more profound than that, however. The obvious thing to wonder is, if tones are separate from the rest of the segment, then perhaps segments themselves are not such monolithic, unstructured entities. And so investigators looked for evidence for a similar separation of segmental features.

10.2.1 The autonomy of all features

An example of segmental phenomena which are reminiscent of autosegmental tonal properties are floating segmental features as morphemes. One such case is seen in Vata, there the past-tense marker can be argued to be simply the specification [+hi], which is suffixed to the stem and is realized phonetically on the last vowel.
A second example comes from Fula, where a particular agreement pattern (“pattern B” below) is marked by a prefix composed of the segmental specification [−continuant] which causes an initial continuant to become a stop.

(73)  

<table>
<thead>
<tr>
<th>Pattern A</th>
<th>Pattern B</th>
</tr>
</thead>
<tbody>
<tr>
<td>wecco</td>
<td>becce</td>
</tr>
<tr>
<td>wibjo</td>
<td>bibje</td>
</tr>
<tr>
<td>ruulde</td>
<td>duule</td>
</tr>
<tr>
<td>sekko</td>
<td>cekke</td>
</tr>
<tr>
<td>hello</td>
<td>kelle</td>
</tr>
<tr>
<td>yefre</td>
<td>ješel</td>
</tr>
<tr>
<td>yimre</td>
<td>jimel</td>
</tr>
<tr>
<td>yontere</td>
<td>jonte</td>
</tr>
</tbody>
</table>

Aramaic CP. Azerbaijani Aramaic provides evidence for treating the feature [constricted pharynx] ([CP]) autosegmentally. This dialect has a contrast between pharyngealized or emphatic vowels (A E I U O) specified as [+CP], and plain vowels (a e i u o). In most words, either all of the vowels are emphatic, or none of them is.

(74)  

| AmrA      | ‘wool’  | brata   | ‘daughter’ |
| zArʔA     | ‘seed’  | bela    | ‘house’    |
| qUlOx     | ‘stand up!’ | nůjum  | ‘sorcery’  |

Some words may have nonemphatic vowels followed by emphatic vowels. In such a case, the first emphatic vowel is always a low vowel.

(75)  

| šarAw   | ‘corn growing’  | riswAy | ‘unmannerly speech’ |
| seyfullAh | ‘a great deal’ | fandbAz | ‘trickster’ |
| nišAn   | ‘sign’   | peštAmAl | ‘towel’ |
| milAqE  | ‘hung grapes’ | eliyAhU  | ‘name’ |
| galimbAjI | ‘brother’s wife’ | silAhAmlIš | ‘supplied with weapons’ |

These distributional properties will play an important role in arguing for an autosegmental treatment of [CP].

In line with the fact that all vowels in a word generally agree in the feature [CP], (76) shows that suffixes harmonize in [CP] with the preceding vowel.

(76)  

| lixm-a   | ‘bread’   | lixm-e    | pl |
| pirčaxwar-a | ‘old woman’ | pirčaxwar-e | pl |
| nOhr-A   | ‘mirror’  | nOhr-E    | pl |
| dlqnAxwAr-A | ‘old man’ | dlqnAxwAr-E | pl |
[CP] will spread through a whole sequence of suffixes.

(77) mir-a ‘she said’ xIt-lAx ‘you (fem sg) sewed’
mir-wa-la ‘she had said’ xIt-wA-lAx ‘you had sewn’
mir-wa-la-la ‘she had said it’ xIt-wA-lAx-U ‘you had sewn them’

We will assume that the only value underlyingly marked for this feature is [+CP], and that [+CP] spreads to the right by the following rule:

(78) [+CP]

\[
\begin{array}{c}
\text{V} \\
\text{V} \\
\end{array}
\]

This rule thus explains why [+CP] vowels are always followed by [+CP] vowels. However, we also need to explain why roots with a [+CP] specification (generally) have [+CP] beginning with the first vowel. We can assume that, in the general case, the specification [+CP] is not associated to any particular vowel, but is just floating, and an unassociated [+CP] specification is associated with the first vowel of the word by the following rule:

(79) [+CP]’

\[
\begin{array}{c}
\# C_0 V \\
\end{array}
\]

The derivation of mlštUl-Un ‘make a king (pl)!’ shows these rules.

(80) [+CP] \rightleftharpoons \leftarrow \rightarrow \rightarrow \rightarrow [+CP]

\[
\begin{array}{c}
\text{mišıtun-un} \\
\text{mišıtun-un} \\
\text{mišıtun-un} \\
\end{array}
\]

There are some suffixes whose vowels are invariably emphatic; that vowel is always the vowel [A]. No suffixes are invariably plain.

(81) qalāma ‘pen’ qalam-dAn ‘case for scribe’s utensils’
qand ‘sugar’ qand-dAn ‘sugarbowl’
šakār ‘sugar’ šakār-dAn ‘sugarbowl’
dukan ‘store’ dukan-dAr ‘shopkeeper’
mewana ‘guest’ mewan-dAr ‘hospitable’
jut ‘plow’ jut-kAr ‘plower’
nūjum ‘sorcery’ nūjum-kAr ‘sorcerer’
naqš ‘engraving’ naqš-kAr ‘engraver’
These suffixes will be assumed to have underlying [CP] specifications, in contrast to most other suffixes which are unspecified for [CP]. Since the suffix vowel is lexically associated with [+CP], it does not associate with the first vowel of the word, and since it does not associate with the first vowel of the word, [+CP] does not spread to any vowels before that of the suffix.

We also find spreading of [+CP] between members of a compound. In the examples of (82), [+CP] spreads from the first compound to the second.

(82) tAhA ‘3’ imme ‘100’
    tAhA-mmE ‘300’
    dlqnA ‘beard’ xwara ‘white’
    dlqnA-xwArA ‘old man’

This is the expected pattern: [+CP] spreads rightward from the first member of the compound to the second.

If the second member of the compound has [+CP] vowels, [+CP] spreads through the second member of the compound.

(83) xwara ‘white’ dlqnA ‘beard’
    xwArA-dlqnA ‘old man’
    be ‘without’ hAd ‘limit’
    bEhAd ‘exceedingly’
    qahwa ‘coffee’ xAnA ‘shelter’
    qAhwA-xAnA ‘coffee-room’

This apparent exceptional leftward spreading of [+CP] is nothing of the sort. Rather, the second member of the compound has a floating [+CP] specification; in a compound, that feature links to the first vowel of the word by rule (79), and then spreads to the right.

(84) [+CP]       →       [+CP]       →       [+CP]  
    xwara diqna   →       xwara diqna   →       xwara diqna

Another case of [+CP] appearing to the left of the morpheme where it originates is seen in (85), where a prefix is added to a root with a floating [+CP] specification.

(85) xoš ‘good’ na-xoš ‘ill’
    hAq ‘right’ nA-hAq ‘wrong’
    rAzI ‘satisfied’ nA-rAzI ‘unsatisfied’
    pyala ‘fall’ ma-pole ‘cause to fall’
    šaToe ‘drink’ ma-stoe ‘give drink’
    myAsA ‘suck’ mA-mOsE ‘give the suck’
    rAdOxe ‘boil (intr.)’ mA-rdOxe ‘boil (tr.)’

Given the assumption that a root specification of [+CP] is not generally associated in the underlying form (except in roots such as (75) where [+CP] is
unpredictably associated with a noninitial low vowel), our analysis predicts that the [+CP] specification will link to the first vowel of the word, which will be the prefix vowel in this case, and spreads to the right thereafter.

The locational suffix -istan has the interesting property that it causes all vowels in the word to which it is attached to become [+CP].

(86) xaraba 'ruined' xArAb-IstAn 'ruined place'
čol 'uninhabited land' čOl-IstAn 'wilderness'
hind 'India' hInd-IstAn 'India'

This makes sense if the suffix -istan also has a floating specification [+CP], which automatically associates with the first vowel of the stem and then spreads rightward.

(87) [+CP] xarab - istan → [+CP] xarab - istan → [+CP] xarab - istan

10.2.2 Feature geometry

It was realized that all features are autonomous from all other features, and exhibit the kind of behavior which motivated the autosegmental treatment of tone. The question then arises as to exactly how features are arranged, and what they associate with, if the “segment” has had all of its features removed. The generally accepted theory of how features relate to each other is expressed in terms of a feature-tree such as (88). This tree – known as a feature geometry – expresses the idea that while all features express a degree of autonomy, certain subsets of the features form coherent phonological groups, as expressed by their being grouped together into constituents such as “Laryngeal” and “Place.”

(88)
The organization of features into such a structure went hand-in-hand with the realization that the theory of rules could be constrained in very important ways. A long-standing problem in phonological theory was the question of how to express rules of multiple-feature assimilation. We have discussed rules of nasal place assimilation in previous chapters, and noted in chapter 6 that such rules necessitate a special notation, the feature variable notation using \( \alpha \), \( \beta \), \( \gamma \) and so on. The notation makes some very bad predictions. First, notice that complete place assimilation requires specification of ten features in total.

\[
\begin{align*}
(89) \quad C & \rightarrow \begin{bmatrix}
\alpha & \text{coronal} \\
\beta & \text{anterior} \\
\gamma & \text{back} \\
\delta & \text{high} \\
\theta & \text{distributed}
\end{bmatrix} \\
& \quad \rightarrow \begin{bmatrix}
\alpha & \text{coronal} \\
\beta & \text{anterior} \\
\gamma & \text{back} \\
\delta & \text{high} \\
\theta & \text{distributed}
\end{bmatrix}
\end{align*}
\]

This is less simple and, by the simplicity metric used in that theory, should occur less frequently than (90).

\[
(90) \quad C \rightarrow [\text{coronal}] \quad \rightarrow [\text{coronal}]
\]

This prediction is totally wrong: (90) is not just uncommon, it is completely unattested. Were there to be such a rule that assimilates only the specification of coronal, we would expect to find sets of assimilations such as the following:

\[
\begin{align*}
(91) \quad m\check{c} & \rightarrow n\check{c} \quad \text{(not} \ n\check{\check{c}}) \\
\check{\check{n}}p & \rightarrow \eta p \\
\check{\check{n}}k & \rightarrow \eta k \\
\check{\check{n}}t & \rightarrow \check{\check{n}}t \\
\eta c & \rightarrow \check{\check{n}}c
\end{align*}
\]

The fact that the feature-variable theory allows us to formulate such an unnatural process at all, and assigns a much higher probability of occurrence to such a rule, is a sign that something is wrong with the theory.

The theory says that there is only a minor difference in naturalness between (92) and (89), since the rules are the same except that (92) does not include assimilation of the feature \([\text{anterior}]\).

\[
\begin{align*}
(92) \quad C & \rightarrow \begin{bmatrix}
\alpha & \text{coronal} \\
\beta & \text{anterior} \\
\gamma & \text{back} \\
\delta & \text{high} \\
\theta & \text{distributed}
\end{bmatrix} \\
& \quad \rightarrow \begin{bmatrix}
\alpha & \text{coronal} \\
\beta & \text{anterior} \\
\gamma & \text{back} \\
\delta & \text{high} \\
\theta & \text{distributed}
\end{bmatrix}
\end{align*}
\]

There is a huge empirical difference between these rules: (89) is very common, (92) is unattested. Rule (92) is almost complete place assimilation, but \([\text{anterior}]\) is not assimilated, so /np/, /\check{n}k/, and /\check{n}t/ become /mp/, /\check{n}k/, and /\check{n}t/ as expected, but /\check{n}t/ and /n\check{c}/ do not assimilate (as they would under complete place assimilation); similarly, /\eta c/ becomes [\check{n}c] as expected
(and as well attested), but /ŋp/ and /ŋt/ become [np] and [nt], since the underlying value [−anterior] from /ŋ/ would not be changed. Thus the inclusion of feature variables in the theory incorrectly predicts the possibility of many types of rules which do not exist in human language.

The variable-feature theory gives no special status to a rule where both occurrences of α occur on the same feature.

\[ C \rightarrow \begin{bmatrix} \text{øcoronal} \\ \beta\text{anterior} \\ \gamma\text{back} \\ \delta\text{high} \\ \text{ødistributed} \end{bmatrix} / \begin{bmatrix} \text{øcoronal} \\ \beta\text{anterior} \\ \gamma\text{high} \\ \delta\text{distributed} \end{bmatrix} \]

This rule describes an equally unnatural and unattested process whereby a consonant becomes [t] before [pʰ], [p] before [q], and [pʰ] before [k]. Rules such as (93) do not exist in human language, which indicates that the linear theory which uses this notation as a means of expressing assimilations makes poor predictions regarding the nature of phonological rules.

The variable notation allows us to refer to legions of unnatural classes by randomly linking two unrelated features with a single variable:

\[
\begin{align*}
(94) & \quad \text{a.} \begin{bmatrix} \alpha\text{high} \\ \alpha\text{round} \end{bmatrix} \quad \text{b.} \begin{bmatrix} \alpha\text{distributed} \\ \alpha\text{nasal} \end{bmatrix} \\
& \quad \text{c.} \begin{bmatrix} \alpha\text{coronal} \\ \alpha\text{anterior} \end{bmatrix} \quad \text{d.} \begin{bmatrix} \alpha\text{voice} \\ \alpha\text{lateral} \end{bmatrix}
\end{align*}
\]

Class (a) applied to vowels refers to [ü, u, e, a]; (b) refers to [n, ŋ, p, ũ, k] but excludes [m, n, ŋ, ū, ŋ]; (c) groups together [t, k] and excludes [p, ř]; (d) refers to [l] plus voiceless consonants. Such groupings are not attested in any language.

With the advent of a theory of feature geometry such as in (88), this problem disappeared. In that theory, the process of place assimilation is formulated not as the change of one feature value into another, but is expressed as the spreading of one node – in this case the Place node – at the expense of another Place node. Thus the change /ŋ/ \rightarrow [m] / _ [p] is seen as working as in (95):

\[ \begin{array}{c}
\text{root} \\
\text{[nasal]} \\
\text{Place} \\
\text{Coronal} \\
\text{+distributed} \\
\text{-anterior} \\
\text{root} \\
\text{Place} \\
\text{Labial} \\
\end{array} \]

Just as tone assimilation is the rightward or leftward expansion of the domain of a tone feature, this process of place assimilation is expansion of the domain of one set of place specifications, to the exclusion of another. When one Place node spreads and replaces the Place node of a neighboring
segment, that means that all of the original place features are deleted, and the segment then comes to bear the entire set of place features that the neighboring segment has.

What the feature-variable notation was able to do was express multiple-feature assimilations, but given this alternative theory, multiple feature assimilations will be recast as spreading some node such as Place. The feature-variable notation can be entirely eliminated since its one useful function is expressed by different means. The theory of feature geometry enables a simple hypothesis regarding the form of phonological rules, which radically constrains the power of phonological theory. This hypothesis is that phonological rules can perform one simple operation (such as spreading, inserting or deletion) on a single element (a feature or organizing node in the feature tree).

The thrust of much work on the organization of phonological representations has been to show that this theory indeed predicts all and only the kinds of assimilations found in human languages (specific details of the structure of the feature tree have been refined so that we now know, for example, that the features which characterize vowel height form a node in the feature tree, as do the features for the front/back distinction in vowels). The nonlinear account of assimilations precludes the unnatural classes constructed by the expressions in (94), since the theory has no way to tie a specific value for a feature to the value of another feature. The theory does not allow a rule like (92), which involves spreading of only some features under the place node. The nature of a tree like (88) dictates that when a rule operates on a higher node, all nodes underneath it are affected equally. Unattested “assimilations” typified by (93) cannot be described at all in the feature geometric theory, since in that theory the concept “assimilation” necessarily means “of the same unit,” which was not the case in the variable-feature theory.

The theory of features in (88) makes other claims, pertaining to how place of articulation is specified, which has some interesting consequences. In the linear model of features, every segment had a complete set of plus or minus values for all features at all levels. This is not the case with the theory of (88). In this theory, a well-formed consonant simply requires specification of one of the articulator nodes, Labial, Coronal or Dorsal. While a coronal consonant may have a specification under the Dorsal node for a secondary vocalic articulation such as palatalization or velarization, plain coronals will not have any specification for [back] or [high]; similarly, consonants have no specification for [round] or Labial unless they are labial consonants, or secondarily rounded. In other words, segments are specified in terms of positive, characteristic properties.

This has a significant implication in terms of natural classes. Whereas labials, coronals, and dorsals are natural classes in this theory (each has a common property) – and, in actual phonological processes, these segments do function as natural classes – the complements of these sets do not function as units in processes, and the theory in (88) provides no way to refer to the complement of those classes. Thus there is no natural class of [–coronal] segments ([p, k] excluding [t, ć]) in this theory. Coronal is not
seen as a binary feature in the theory, but is a single-valued or "privative property," and thus there is no way to refer to the noncoronals since natural classes are defined in terms of properties which they share, not properties that they don’t share (just as one would not class rocks and insects together as a natural group, to the exclusion of flowers, by terming the group “the class of nonflowers”). Importantly, phonological rules do not ever seem to refer to the group [−coronal], even though the class [+coronal] is well attested as a phonological class. The model in (88) explains why we do not find languages referring to the set [p, k]. It also explains something that was unexplained in the earlier model: the consonantal groupings [p, t] versus [c, k] are unattested in phonological rules. The earlier model predicted these classes, which are based on assignment of the feature [+anterior]. In the model (88) the feature [anterior] is a dependent of the Coronal node, and thus labials and velars do not have a specification of [anterior], so there is no basis for grouping [p, t] or [c, k] together.

Summary

A simple problem, how to represent contour tones, led to ideas which not only solved the problem of contours, but also solved a whole array of problems related to tone. Since there is no reason to think that there should be a special theory just for tone, a natural development of these changes applied to tone was a general application of the autosegmental idea to all of phonology. This resulted in sweeping changes to the theory of phonology, and has resolved many earlier problems in how to state rules in a constrained manner. This generalization of the results in one area to an entire subdiscipline is typical of the progression of scientific theories.

Exercises

1 Lulubo

Note on tone marks: [v’] = rising from L to M, [v] = falling from M to L, [v’] = rising from M to H and [v] = falling from H to M. Give the underlying form of the noun roots and whatever morphemes mark the four case forms in the following data; briefly discuss what theoretically interesting property these data illustrate.

<table>
<thead>
<tr>
<th>Subject object</th>
<th>Unfocused object</th>
<th>Focused object</th>
<th>Proper name</th>
</tr>
</thead>
<tbody>
<tr>
<td>èbì</td>
<td>àndè èbì</td>
<td>àndè èbì</td>
<td>‘lion’</td>
</tr>
<tr>
<td>àri</td>
<td>àndè àri</td>
<td>àndè àri</td>
<td>‘bird’</td>
</tr>
<tr>
<td>ŋi</td>
<td>àndè ŋi</td>
<td>àndè ŋi</td>
<td>‘cow’</td>
</tr>
</tbody>
</table>

2 Holoholo

Verbs have an infinitive prefix or a subject marker, an optional negative prefix, then an optional object pronoun, and lastly the verb stem. The stem is composed of a root, a number of optional derivational suffixes, plus the
morpheme -a which means ‘nonpast verb’ or -ile meaning ‘past.’ Consonant mutation rules can be ignored (e.g. il → in), as well as some of the segmental allomorphs (kuhuulééná from /kuhuulilana/ or kumweéná from /kumonila/).

What is important is tone and rules relating to vowel sequences. Assume a principle of compensatory lengthening for the language where glide formation and vowel fusion applying to an underlying V+V sequence lengthen the vowel –/+o/ becomes [yoo].

There are regularities regarding vowel length to consider. There are no surface representations such as *[kuponka], with a short vowel followed by the sequence nasal plus consonant, also no forms like *[kufyaka], with short vowel after a glide. Furthermore, no words end in a long vowel.

The data are divided into conceptually related groups illustrating a particular point such as a rule, a particular restriction on a rule, or the surface tone pattern of words of a particular syllabic structure. It is important to integrate the whole data set, and for example to relate kumonáná ‘to see other’ to kumoná ‘to see,’ and also to kulolá ‘to look at e.o.’ since kumonáná has morphemes in common with both words.

**kumoná** ‘to see’          **kusílá** ‘to forge’  
**kulola** ‘to look at’       **kubula** ‘to draw’  
**kumonáná** ‘to see e.o.’   **kusíllá** ‘to forge for’  
**kulolana** ‘to look at e.o.’ **kubulila** ‘to draw for’  
**kusílilána** ‘to forge for e.o.’ **kubulilana** ‘to draw for e.o.’  
**kutegélélá** ‘to listen’    **kutegélésya** ‘to make listen’  
**kutegélélana** ‘to listen to e.o.’ **kusololana** ‘to choose e.o.’  
**kulyá** ‘to eat’            **kuhyá** ‘to carry’  
**kuliilá** ‘to eat for’      **kuhiilá** ‘to carry for’  
**kubuusyá** ‘to ask’         **kukwaatá** ‘to own’  
**kubiihá** ‘to be bad’       **kuhiita** ‘to be black’  
**kutuuta** ‘to hit’          **kusyiika** ‘to bury’  
**kubiiká** ‘to put’          **kubiikilála** ‘to put for’  
**kuliilíla** ‘to eat for s.t. for s.t. else’  
**kusiikana** ‘to bury e.o.’  **kutuutila** ‘to hit for’  
**kwiitá** ‘to call’          **kwiiptáná** ‘to call e.o.’  
**kweema** ‘to suffer’        **kwaaatiká** ‘to split’  
**kweelélá** ‘to clean up’    **kweelélána** ‘to clean e.o. up’  
**kwiihaga** ‘to kill’         **kwiihagana** ‘to kill e.o.’  
**kooja** ‘to rest’           **kuula** ‘to buy’  
**koogá** ‘to wash’           **koogéla** ‘to wash for’  
**koogélélána** ‘to wash for e.o.’  
**kutoontá** ‘to fill’        **kutoontámána** ‘to be full’  
**kuloombá** ‘to request’     **kuloombélá** ‘to request for’  
**kuloombélána** ‘to request for e.o.’ **kusiindála** ‘to make disappear’  
**kusiinginá** ‘to put across’ **kusiinginína** ‘to put across for’
<table>
<thead>
<tr>
<th>English Meaning</th>
<th>Bantu Meaning</th>
<th>English Meaning</th>
<th>Bantu Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘to sing’</td>
<td>kwiimbá</td>
<td>‘to sing for’</td>
<td>kwiimbíla</td>
</tr>
<tr>
<td>‘to make drink’</td>
<td>kunywiisá</td>
<td>‘to be made to drink’</td>
<td>kunywiisííbwa</td>
</tr>
<tr>
<td>‘to hit for e.o.’</td>
<td>kuhuuléléna</td>
<td>‘to break for’</td>
<td>kutimwiína</td>
</tr>
<tr>
<td>‘to own’</td>
<td>kukwaată</td>
<td>‘to make own’</td>
<td>kukwaatyá</td>
</tr>
<tr>
<td>‘to make leave’</td>
<td>kuhimá</td>
<td>‘to make leave’</td>
<td>kuhimyá</td>
</tr>
<tr>
<td>‘to make own’</td>
<td>kuhimá</td>
<td>‘to make own’</td>
<td>kuhimyá</td>
</tr>
<tr>
<td>‘to make suck’</td>
<td>koonká</td>
<td>‘to make suck’</td>
<td>koonkyá</td>
</tr>
<tr>
<td>‘to make leave’</td>
<td>koonká</td>
<td>‘to make leave’</td>
<td>koonkyá</td>
</tr>
<tr>
<td>‘to make suck’</td>
<td>kubusá</td>
<td>‘to make miss’</td>
<td>kubusyá</td>
</tr>
<tr>
<td>‘to make leave’</td>
<td>kubusá</td>
<td>‘to make miss’</td>
<td>kubusyá</td>
</tr>
<tr>
<td>‘to irritate’</td>
<td>kukoloma</td>
<td>‘to irritate him’</td>
<td>kumukoloma</td>
</tr>
<tr>
<td>‘to irritate them’</td>
<td>kubakólóma</td>
<td>‘to look at’</td>
<td>kulola</td>
</tr>
<tr>
<td>‘to look at him’</td>
<td>kumulola</td>
<td>‘to look at them’</td>
<td>kubalóla</td>
</tr>
<tr>
<td>‘to see him’</td>
<td>kumumoná</td>
<td>‘to see them’</td>
<td>kubamóná</td>
</tr>
<tr>
<td>‘to listen to’</td>
<td>kutegééléla</td>
<td>‘to listen to him’</td>
<td>kumutegéléla</td>
</tr>
<tr>
<td>‘to listen to them’</td>
<td>kubatéégéléla</td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘to not see’</td>
<td>kusimóná</td>
<td>‘to look at’</td>
<td>kulola</td>
</tr>
<tr>
<td>‘to not look at’</td>
<td>kusilóla</td>
<td>‘to not irritate’</td>
<td>kusikólóma</td>
</tr>
<tr>
<td>‘to not look at him’</td>
<td>kusimúlóla</td>
<td>‘to not look at them’</td>
<td>kusibálóla</td>
</tr>
<tr>
<td>‘to not see him’</td>
<td>kusimúmóná</td>
<td>‘to not see them’</td>
<td>kusibámóná</td>
</tr>
<tr>
<td>‘to worry’</td>
<td>kutiínína</td>
<td>‘to not worry’</td>
<td>kusitiínína</td>
</tr>
<tr>
<td>‘to worry oneself’</td>
<td>kwitiínína</td>
<td>‘to worry him’</td>
<td>kumutiínína</td>
</tr>
<tr>
<td>‘to look at oneself’</td>
<td>kwíiílóla</td>
<td>‘to see oneself’</td>
<td>kwíimóná</td>
</tr>
<tr>
<td>‘to look at’</td>
<td>kwíiílóla</td>
<td>‘to see oneself’</td>
<td>kwíimóná</td>
</tr>
<tr>
<td>‘to buy’</td>
<td>kuula</td>
<td>‘not to buy’</td>
<td>kusyuulá</td>
</tr>
<tr>
<td>‘to not buy e.o.’</td>
<td>kusyuuláña</td>
<td>‘to not buy him’</td>
<td>kusíímúlóla</td>
</tr>
<tr>
<td>‘to call’</td>
<td>kwíiílá</td>
<td>‘to not call’</td>
<td>kusíítá</td>
</tr>
<tr>
<td>‘to not look at self’</td>
<td>kusíílólá</td>
<td>‘to not see self’</td>
<td>kusíímóná</td>
</tr>
<tr>
<td>‘you (sg) looked’</td>
<td>ulolílé</td>
<td>‘you (sg) forged’</td>
<td>usilílé</td>
</tr>
<tr>
<td>‘we looked’</td>
<td>tulolílé</td>
<td>‘we forged’</td>
<td>tusilílé</td>
</tr>
<tr>
<td>‘you (pl) looked’</td>
<td>mulolílé</td>
<td>‘you (pl) forged’</td>
<td>musilílé</td>
</tr>
<tr>
<td>‘he looked’</td>
<td>úulolílé</td>
<td>‘he forged’</td>
<td>úsílílé</td>
</tr>
<tr>
<td>‘they looked’</td>
<td>bálólílé</td>
<td>‘they forged’</td>
<td>básílílé</td>
</tr>
</tbody>
</table>

**Further reading**
### Glossary

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>absolute neutralization</td>
<td>The elimination of an underlying phoneme in all contexts, so that is always merges with some other phoneme.</td>
</tr>
<tr>
<td>acoustics</td>
<td>The study of physical vibrations (sounds).</td>
</tr>
<tr>
<td>affricate</td>
<td>A stop with a homorganic fricative release.</td>
</tr>
<tr>
<td>allomorphs</td>
<td>Different surface realizations of a single morpheme, traditionally only considering nonallophonic differences, e.g. the three variants of the English plural [-s], [-z] and [-iz]</td>
</tr>
<tr>
<td>allophone</td>
<td>A contentually determined variant of a phoneme: the realization of a phoneme in a specific environment. e.g. [k], [kʰ], [kʰ] in English are allophones of the phoneme /k/.</td>
</tr>
<tr>
<td>alveolar ridge</td>
<td>The ridge between the back of the teeth and the hard palate.</td>
</tr>
<tr>
<td>alveopalatal</td>
<td>A consonant produced by placing the tongue on the hard palate behind the alveolar ridge.</td>
</tr>
<tr>
<td>APA</td>
<td>Americanist Phonetic Alphabet (an unofficial name given to a particular set of transcription symbols).</td>
</tr>
<tr>
<td>approximant</td>
<td>A sound made with very little constriction, where articulators approximate but do not touch, which produces no turbulence in the airflow.</td>
</tr>
<tr>
<td>archiphoneme</td>
<td>A theoretical segment which is only partially specified for phonetic properties, omitting some properties such as voicing or nasality which may be determined by rule.</td>
</tr>
<tr>
<td>articulation</td>
<td>The contact of two speech organs, such as the tongue tip and the hard palate.</td>
</tr>
<tr>
<td>aspiration</td>
<td>Noise produced by air rushing through the open glottis at the release of a consonant.</td>
</tr>
<tr>
<td>assimilation</td>
<td>Making segments be more similar along some dimension.</td>
</tr>
<tr>
<td>association lines</td>
<td>Lines which indicate that two autosegments are in an association relation, thus are produced at the same time.</td>
</tr>
<tr>
<td>bilabial</td>
<td>A sound produced with both lips.</td>
</tr>
<tr>
<td>blade</td>
<td>The flat surface of the tongue, behind the tip and in front of the root.</td>
</tr>
<tr>
<td>breathy</td>
<td>A sound produced with abducted vocal folds and a high rate of airflow through the glottis.</td>
</tr>
<tr>
<td>central</td>
<td>A vowel formed with the tongue horizontally positioned in the center of the space for vowel articulation, between front and back (compare <strong>mid</strong> for the vertical axis).</td>
</tr>
<tr>
<td>click</td>
<td>A stop consonant produced by creating a vacuum inside the mouth with a raised back of the tongue and tongue tip or closed lips. Employed in a limited number of African, especially Khoisan, languages.</td>
</tr>
<tr>
<td>close</td>
<td>A higher variant of a vowel, as in mid-close [ɛ] as opposed to mid-open [ɛ]. Comparable to <strong>tense</strong>; contrast <strong>open</strong>.</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>compensatory</td>
<td>The lengthening of a segment, caused by the deletion or desyllabification</td>
</tr>
<tr>
<td>lengthening</td>
<td>of an adjacent segment.</td>
</tr>
<tr>
<td>complementary</td>
<td>Distribution of two or more sounds where the context in which one sound</td>
</tr>
<tr>
<td>distribution</td>
<td>appears is the complement of the contexts where the other sounds appear.</td>
</tr>
<tr>
<td>complex wave</td>
<td>A waveform built from more than one sine wave.</td>
</tr>
<tr>
<td>contour tone</td>
<td>A tone produced by movement from one pitch level to another.</td>
</tr>
<tr>
<td>contrast</td>
<td>A property of pairs of sounds: two sounds contrast if they can form the</td>
</tr>
<tr>
<td></td>
<td>sole difference between different words in a language.</td>
</tr>
<tr>
<td>coronalization</td>
<td>The change of a noncoronal sound ($p$, $k$) to a coronal sound ($t$, $ć$),</td>
</tr>
<tr>
<td></td>
<td>usually in the environment of a front vowel or glide.</td>
</tr>
<tr>
<td>creaky</td>
<td>An irregular mode of vocal fold vibration where only the front portion</td>
</tr>
<tr>
<td></td>
<td>vibrates.</td>
</tr>
<tr>
<td>decibel</td>
<td>A logarithmic measure of sound power connection to the notion of “loudness.” The decibel is the minimum difference in sound power necessary for the average human to hear a difference</td>
</tr>
<tr>
<td>dental</td>
<td>A consonant produced by contact with the teeth.</td>
</tr>
<tr>
<td>determinant</td>
<td>The segment in the environment which causes a phonological change (also trigger).</td>
</tr>
<tr>
<td>diphthong</td>
<td>A combination of two vocoids within the syllable nucleus.</td>
</tr>
<tr>
<td>dissimilation</td>
<td>Making two segments become less alike.</td>
</tr>
<tr>
<td>distinctive features</td>
<td>A set of phonetic properties, hypothesized to be universal and the basis for all human language sounds.</td>
</tr>
</tbody>
</table>
| downstep           | A contrastive lowering of tone register, notated with a raised exclama-
|                    | tion mark or down-arrow. See upstep.                                     |
| ejective           | A stop consonant produced by raising the larynx with the glottis con-
<p>|                    | stricted, which creates pressure in the oral cavity.                     |
| environment        | The sounds preceding and following some other sound.                     |
| epenthesis         | Insertion of a segment.                                                   |
| flap               | A consonant produced by rapidly striking one articulator with another.   |
|                    | Flaps are usually produced with the tongue.                              |
| floating tone      | A tone which is not associated with a segment.                            |
| focus              | In a rule, the segment which undergoes the change.                        |
| foot               | A prosodic, rhythmic unit constructed on syllables.                      |
| formant            | An overtone caused by the resonance frequency of the vocal tract; a      |
|                    | frequency band where there is a concentration of acoustic energy.        |
| free variation     | A pair of pronunciations, either of which can be used: the choice is     |
|                    | not governed by grammatical factors.                                      |
| frequency          | Rate of repetition of a (semi-)periodic function.                        |
| fricative          | A sound produced by forcing air through a narrow constriction, which      |
|                    | creates turbulence.                                                      |
| front              | A vowel formed with the tongue horizontally positioned in front of the    |
|                    | space for vowel articulation, closest to the mouth opening.              |
| glide              | A vowel-like consonant produced with minimal constriction.               |
| glottis            | The opening in the larynx between the vocal folds, through which air     |
|                    | passes.                                                                  |
| hacek              | The diacritic symbol ˇ used to indicate rising tone on vowels and        |
|                    | alveopalatal articulation on consonants.                                 |</p>
<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>hardening</td>
<td>The change of a less constricted consonant to a more constricted one, such as the change of a glide to a fricative or a stop.</td>
</tr>
<tr>
<td>Hertz</td>
<td>The unit of frequency measure: 1 cycle per second.</td>
</tr>
<tr>
<td>high</td>
<td>Sounds produced with a raised tongue body. For vowels, [i, u] as contrasted with [e, o].</td>
</tr>
<tr>
<td>homorganic</td>
<td>Having the same place of articulation.</td>
</tr>
<tr>
<td>implicational relation</td>
<td>The relation where presence of one property in a language is a necessary precondition for the presence of some other property.</td>
</tr>
<tr>
<td>implosive</td>
<td>A stop consonant formed by creating a vacuum within the mouth, by constricting and lowering the larynx.</td>
</tr>
<tr>
<td>IPA</td>
<td>International Phonetic Association or International Phonetic Alphabet.</td>
</tr>
<tr>
<td>labial</td>
<td>A segment involving the lips as an articulator.</td>
</tr>
<tr>
<td>larynx</td>
<td>The cartilaginous structure that houses the vocal folds.</td>
</tr>
<tr>
<td>lax</td>
<td>Vowel produced with a less deliberate, more central or lower articulation. Comparible to open; contrast tense.</td>
</tr>
<tr>
<td>lenition</td>
<td>A change of a consonant to reduce the degree of constriction, e.g. the change from a stop to a fricative or glide.</td>
</tr>
<tr>
<td>lexicon</td>
<td>The collection of morphemes which must be memorized: a mental dictionary.</td>
</tr>
<tr>
<td>lingual</td>
<td>Pertaining to the tongue.</td>
</tr>
<tr>
<td>liquids</td>
<td>Consonants of the type [r, l].</td>
</tr>
<tr>
<td>low</td>
<td>Sounds produced with a lowered tongue: vowels like [a, æ] and pharyngeals [h, ʕ].</td>
</tr>
<tr>
<td>major class</td>
<td>The set of features [sonorant], [syllabic], [consonantal], or their equivalents.</td>
</tr>
<tr>
<td>manner of articulation</td>
<td>Traditionally, the properties of a consonant other than the place of articulation and its laryngeal properties.</td>
</tr>
<tr>
<td>markedness</td>
<td>An abstract property referring to the “unusualness” or difficulty of a sound or process.</td>
</tr>
<tr>
<td>mid</td>
<td>Vowel sounds such as [e, o] produced with the tongue around the midpoint on the vertical axis: compare central which pertains to the midpoint along the horizontal axis.</td>
</tr>
<tr>
<td>minimal pair</td>
<td>A pair of distinct words differing solely in the choice of a single segment.</td>
</tr>
<tr>
<td>mora</td>
<td>A unit of prosodic weight, related to length: a long vowel has two moras and a short vowel has one. The mora may be a property of both a particular segment and an entire syllable.</td>
</tr>
<tr>
<td>morpheme</td>
<td>The smallest unit of word-analysis, such as a root or affix. Supposedly the smallest meaning-bearing unit, but not all morphemes have identifiable meanings.</td>
</tr>
<tr>
<td>morpheme structure rules, conditions</td>
<td>Rules that state the nature of possible underlying forms of morphemes.</td>
</tr>
<tr>
<td>morphophonemics</td>
<td>Phonological alternations, especially nonallophonic changes.</td>
</tr>
<tr>
<td>nasal</td>
<td>A sound produced with air flowing through the nasal passages.</td>
</tr>
<tr>
<td>natural class</td>
<td>A set of segments defined by a particular combination of feature specifications, which act as a group in phonological rules.</td>
</tr>
<tr>
<td>Glossary Term</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>neutral position</td>
<td>The position which the tongue assumes prior to speaking, approximately that of ( \varepsilon ). Used as the reference point to define relative movements of the tongue.</td>
</tr>
<tr>
<td>neutralization</td>
<td>Eliminating an underlying distinction between phonemes in some context.</td>
</tr>
<tr>
<td>obstruents</td>
<td>Nonsonorant consonants, such as stops and fricatives.</td>
</tr>
<tr>
<td>onset</td>
<td>The consonants at the beginning of the syllable which precede the vowel.</td>
</tr>
<tr>
<td>open</td>
<td>A lower variant of a vowel, as in mid-open ( \varepsilon ) as opposed to mid-close ( e ). Comparable to lax; contrast close.</td>
</tr>
<tr>
<td>palatal</td>
<td>Referring to the hard or soft palate. As a primary articulation, a consonant produced at the boundary between the hard and soft palate.</td>
</tr>
<tr>
<td>palatalization</td>
<td>Either a secondary articulation made by superimposing a ( y )-like articulation on a consonant, or a wholesale change of a consonant’s place of articulation to alveopalatal (see coronalization).</td>
</tr>
<tr>
<td>periodic</td>
<td>A physical sound whose (approximate) pattern repeats.</td>
</tr>
<tr>
<td>pharynx</td>
<td>The lower part of the throat.</td>
</tr>
<tr>
<td>phonation</td>
<td>The manner of vibration of the vocal folds (modal, breathy, creaky).</td>
</tr>
<tr>
<td>phoneme</td>
<td>A mental integration of the different physical properties of the sounds used in a language, abstracting away from specific phonetic properties which are due to the context where the sound appears.</td>
</tr>
<tr>
<td>pitch</td>
<td>The percept of rate of vibration.</td>
</tr>
<tr>
<td>prenasalization</td>
<td>A sound produced with an initial interval of nasal airflow - often treated as a homorganic cluster of nasal plus consonant.</td>
</tr>
<tr>
<td>privative</td>
<td>A feature having only one value: either the feature is present, or not present.</td>
</tr>
<tr>
<td>prosody</td>
<td>Properties “above” the segment which pertain to syllabification, length, stress, and rhythm.</td>
</tr>
<tr>
<td>resonance</td>
<td>Periodic transfer of energy, in speech related to the size of a vocal tract cavity.</td>
</tr>
<tr>
<td>retroflex</td>
<td>Consonant articulation involving the tip of the tongue and the back of the alveolar ridge or palate.</td>
</tr>
<tr>
<td>reversal of sound change</td>
<td>The historical loss of a phonological rule, which leads to the (partial) restoration of earlier sounds – Yiddish and Ukrainian provide classic examples.</td>
</tr>
<tr>
<td>round</td>
<td>A sound produced with protruded lips.</td>
</tr>
<tr>
<td>segment</td>
<td>A mental division of the continuous stream of speech into significant permutable units.</td>
</tr>
<tr>
<td>semi-vowels</td>
<td>See glide.</td>
</tr>
<tr>
<td>sine wave</td>
<td>A pure tone which is described by the sine function.</td>
</tr>
<tr>
<td>spectrum</td>
<td>An analytic display of the amplitude of sound at all frequencies, taken at a single point in time.</td>
</tr>
<tr>
<td>spontaneous voicing</td>
<td>Passive vibration of the vocal folds which results from breathing, a characteristic of sonorants. This is brought about by a particular positioning of the vocal folds combined with a relatively unconstricted air passage.</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>----------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>stop</td>
<td>A sound where the flow of air is completely obstructed.</td>
</tr>
<tr>
<td>stress</td>
<td>A form of prosodic prominence typically resulting in greater length and</td>
</tr>
<tr>
<td></td>
<td>higher pitch within the syllable.</td>
</tr>
<tr>
<td>structural change</td>
<td>That part of a rule which states in what way a given sound changes.</td>
</tr>
<tr>
<td>structure preserving</td>
<td>The property of rules that outputs are modified to preserve the nature of</td>
</tr>
<tr>
<td></td>
<td>underlying forms, especially in terms of what phonemes exist in the</td>
</tr>
<tr>
<td>syllable</td>
<td>A unit of speech claimed to be relevant for the organization of words,</td>
</tr>
<tr>
<td></td>
<td>a grouping of consonants and vowels into a $C_0V_1C_0$ constituent.</td>
</tr>
<tr>
<td>syllable peak</td>
<td>The span within the syllable perceived as (capable of) bearing stress.</td>
</tr>
<tr>
<td>syncope</td>
<td>Deletion of a vowel in a medial syllable, especially in a fashion that</td>
</tr>
<tr>
<td></td>
<td>affects alternating syllables.</td>
</tr>
<tr>
<td>target</td>
<td>See focus.</td>
</tr>
<tr>
<td>tense</td>
<td>Vowel produced with a more deliberate and higher. Comparable to close;</td>
</tr>
<tr>
<td></td>
<td>contrast lax.</td>
</tr>
<tr>
<td>tone</td>
<td>A property based on the contrastive use of pitch.</td>
</tr>
<tr>
<td>translaryngeal</td>
<td>Assimilation of vowels which applies only across laryngeal consonants.</td>
</tr>
<tr>
<td>harmony</td>
<td></td>
</tr>
<tr>
<td>trigger</td>
<td>See determinant.</td>
</tr>
<tr>
<td>typography</td>
<td>The parametric study of crosslinguistic variation in grammatical</td>
</tr>
<tr>
<td></td>
<td>structure.</td>
</tr>
<tr>
<td>underlying</td>
<td>Pertaining to the initial state in a phonological derivation; the phonological</td>
</tr>
<tr>
<td></td>
<td>facts holding of a word or morpheme before phonological rules affect</td>
</tr>
<tr>
<td></td>
<td>changes.</td>
</tr>
<tr>
<td>upstep</td>
<td>A contrastive raising of tone register, notated with a raised inverted</td>
</tr>
<tr>
<td></td>
<td>exclamation mark or an up-arrow. See downstep.</td>
</tr>
<tr>
<td>uvular</td>
<td>A consonant formed by constricting the back of the throat near the uvula</td>
</tr>
<tr>
<td></td>
<td>with the back of the tongue.</td>
</tr>
<tr>
<td>velar</td>
<td>A consonant formed by bringing together the back of the tongue and the</td>
</tr>
<tr>
<td></td>
<td>soft palate.</td>
</tr>
<tr>
<td>velarized</td>
<td>A secondary articulation formed by approximating the back of the tongue</td>
</tr>
<tr>
<td></td>
<td>towards the soft palate.</td>
</tr>
<tr>
<td>velum</td>
<td>The soft palate.</td>
</tr>
<tr>
<td>vocal folds</td>
<td>Two membranes in the larynx, whose vibration provides voicing and most of</td>
</tr>
<tr>
<td></td>
<td>the sound energy of speech.</td>
</tr>
<tr>
<td>vocal tract</td>
<td>The air passages above the glottis, including the oral tract and the</td>
</tr>
<tr>
<td></td>
<td>nasal passages.</td>
</tr>
<tr>
<td>vocoid</td>
<td>A vowel-like sound with no major obstruction: the class of vowels and</td>
</tr>
<tr>
<td></td>
<td>glides.</td>
</tr>
<tr>
<td>voicing</td>
<td>The presence of vocal fold vibrations during the production of a sound</td>
</tr>
<tr>
<td></td>
<td>produces voicing.</td>
</tr>
<tr>
<td>vowel harmony</td>
<td>An assimilation between vowels where one vowel takes on the properties of</td>
</tr>
<tr>
<td></td>
<td>a neighboring vowel.</td>
</tr>
<tr>
<td>waveform</td>
<td>A display of the time-varying amplitude of sound pressure.</td>
</tr>
<tr>
<td>weakening</td>
<td>See lenition.</td>
</tr>
<tr>
<td>weight</td>
<td>A property of syllables which may be divided into light and heavy</td>
</tr>
<tr>
<td></td>
<td>syllables: heavy syllables typically have a long vowel or diphthong, or</td>
</tr>
<tr>
<td></td>
<td>sometimes a short vowel plus consonant. See mora.</td>
</tr>
</tbody>
</table>
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<td>80</td>
</tr>
<tr>
<td>Chinese</td>
<td>15, 16, 26, 130, 148, 235, 242</td>
</tr>
<tr>
<td>Chukchi</td>
<td>235, 242</td>
</tr>
<tr>
<td>Czech</td>
<td>36, 139</td>
</tr>
<tr>
<td>Dahalo</td>
<td>133</td>
</tr>
<tr>
<td>Didinga</td>
<td>131</td>
</tr>
<tr>
<td>Digo</td>
<td>321</td>
</tr>
<tr>
<td>Dinka</td>
<td>25</td>
</tr>
<tr>
<td>Efik</td>
<td>233</td>
</tr>
<tr>
<td>Eggon</td>
<td>30</td>
</tr>
<tr>
<td>Ekoti</td>
<td>15, 16, 27, 131</td>
</tr>
<tr>
<td>Elomwe</td>
<td>131</td>
</tr>
<tr>
<td>Etsako see Yekhee</td>
<td></td>
</tr>
<tr>
<td>Evenki</td>
<td>24, 237</td>
</tr>
<tr>
<td>Ewe (Anlo)</td>
<td>25, 143, 310–312</td>
</tr>
<tr>
<td>Farsi</td>
<td>62</td>
</tr>
<tr>
<td>Finnish</td>
<td>73–76, 101, 125–126, 131, 148, 315</td>
</tr>
<tr>
<td>French</td>
<td>3, 15, 22, 23, 26, 31, 37, 177</td>
</tr>
<tr>
<td>Fula</td>
<td>239–240, 245, 322</td>
</tr>
<tr>
<td>Gà</td>
<td>233, 312</td>
</tr>
<tr>
<td>Gen</td>
<td>63</td>
</tr>
<tr>
<td>German</td>
<td>3, 22, 26, 27, 29, 31, 36, 37, 61, 130, 131, 132, 144, 177, 274</td>
</tr>
<tr>
<td>Gitonga</td>
<td>213</td>
</tr>
<tr>
<td>Greek, Ancient</td>
<td>4, 122–123</td>
</tr>
<tr>
<td>Greek, Modern</td>
<td>3, 15, 26, 27, 62</td>
</tr>
<tr>
<td>Hawaiian</td>
<td>134</td>
</tr>
<tr>
<td>Hebrew (Modern)</td>
<td>61, 191–197</td>
</tr>
<tr>
<td>Hehe</td>
<td>33, 177–185, 263, 271</td>
</tr>
<tr>
<td>Hindi</td>
<td>23, 27, 47, 49, 50, 131, 132, 155, 161</td>
</tr>
<tr>
<td>Hmong</td>
<td>25</td>
</tr>
<tr>
<td>Holoholo</td>
<td>329–331</td>
</tr>
<tr>
<td>Hungarian</td>
<td>144, 145, 237, 273, 274, 276, 286</td>
</tr>
<tr>
<td>Icelandic</td>
<td>3, 22, 183–191</td>
</tr>
<tr>
<td>Italian</td>
<td>15, 37</td>
</tr>
<tr>
<td>Japanese</td>
<td>23, 197–207, 238</td>
</tr>
<tr>
<td>Jita</td>
<td>79–80</td>
</tr>
<tr>
<td>Ju/'hoansi</td>
<td>25</td>
</tr>
<tr>
<td>Kamba</td>
<td>102–104, 131</td>
</tr>
<tr>
<td>Karok</td>
<td>118</td>
</tr>
<tr>
<td>Keley-i</td>
<td>214–215</td>
</tr>
<tr>
<td>Kenyan</td>
<td>55–56, 164–165, 166</td>
</tr>
<tr>
<td>Kera</td>
<td>214, 243</td>
</tr>
<tr>
<td>Kerewe</td>
<td>23, 76–77, 110, 122</td>
</tr>
<tr>
<td>Khoekhoe</td>
<td>30, 133, 147</td>
</tr>
<tr>
<td>Kikuyu</td>
<td>319–321</td>
</tr>
<tr>
<td>Kipsigis</td>
<td>52–54, 131</td>
</tr>
<tr>
<td>Kirghiz</td>
<td>231, 230</td>
</tr>
<tr>
<td>Klamath</td>
<td>120–121, 234</td>
</tr>
<tr>
<td>Koasati</td>
<td>81–82</td>
</tr>
<tr>
<td>Kolami</td>
<td>233–234</td>
</tr>
<tr>
<td>Konni</td>
<td>30</td>
</tr>
<tr>
<td>Korean</td>
<td>80–81, 83–84, 126–127, 146, 147, 236, 243, 248</td>
</tr>
<tr>
<td>Koromfe</td>
<td>222–223</td>
</tr>
<tr>
<td>Kotoko</td>
<td>26, 246</td>
</tr>
<tr>
<td>Krachi</td>
<td>25</td>
</tr>
<tr>
<td>Kuku</td>
<td>30, 131, 229</td>
</tr>
<tr>
<td>Kurdi (Hawrami)</td>
<td>131</td>
</tr>
<tr>
<td>Lamba</td>
<td>112</td>
</tr>
<tr>
<td>Lardil</td>
<td>217–218</td>
</tr>
<tr>
<td>Latin</td>
<td>210–211, 241</td>
</tr>
<tr>
<td>Lendu</td>
<td>146</td>
</tr>
<tr>
<td>Lithuanian</td>
<td>113–115</td>
</tr>
<tr>
<td>Lomongo</td>
<td>116, 307</td>
</tr>
<tr>
<td>Luganda</td>
<td>240</td>
</tr>
<tr>
<td>Lulubo</td>
<td>329</td>
</tr>
<tr>
<td>Lushootseed</td>
<td>31, 146, 161</td>
</tr>
<tr>
<td>Makonde</td>
<td>60, 61, 245, 248</td>
</tr>
<tr>
<td>Maltese</td>
<td>241</td>
</tr>
<tr>
<td>Manipuri</td>
<td>241</td>
</tr>
<tr>
<td>Maranungku</td>
<td>249</td>
</tr>
<tr>
<td>Margyi</td>
<td>317–318</td>
</tr>
<tr>
<td>Marshallese</td>
<td>29</td>
</tr>
<tr>
<td>Mazateco</td>
<td>25, 149</td>
</tr>
<tr>
<td>Language</td>
<td>Pages</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Mende</td>
<td>310, 312</td>
</tr>
<tr>
<td>Mixtec Coatzospan</td>
<td>31</td>
</tr>
<tr>
<td>Mixtec San Miguel</td>
<td>312</td>
</tr>
<tr>
<td>Mohawk</td>
<td>58, 59, 246</td>
</tr>
<tr>
<td>Mongolian</td>
<td>230, 231</td>
</tr>
<tr>
<td>Navaho</td>
<td>107, 146, 147</td>
</tr>
<tr>
<td>Ndebele</td>
<td>254</td>
</tr>
<tr>
<td>Nenets</td>
<td>234</td>
</tr>
<tr>
<td>Ngiti</td>
<td>146</td>
</tr>
<tr>
<td>Nkore</td>
<td>319</td>
</tr>
<tr>
<td>Norwegian</td>
<td>3, 23, 29, 131, 144, 165–166, 237, 246–247</td>
</tr>
<tr>
<td>Nupe</td>
<td>29, 30</td>
</tr>
<tr>
<td>Osage</td>
<td>62</td>
</tr>
<tr>
<td>Ossetic</td>
<td>59–60</td>
</tr>
<tr>
<td>Palauan</td>
<td>271</td>
</tr>
<tr>
<td>Papago se Tohono O’odham</td>
<td>31</td>
</tr>
<tr>
<td>Polish</td>
<td>31, 122–123, 262</td>
</tr>
<tr>
<td>Portuguese</td>
<td>15, 16, 23</td>
</tr>
<tr>
<td>Quechua (Cuzco)</td>
<td>64</td>
</tr>
<tr>
<td>Russian</td>
<td>22, 26, 29, 72, 134, 237, 243, 249, 254, 261, 273</td>
</tr>
<tr>
<td>Saami</td>
<td>3, 23, 155, 243–244, 246–247</td>
</tr>
<tr>
<td>Sakha/Yakut</td>
<td>218–220, 230, 231</td>
</tr>
<tr>
<td>Samoan</td>
<td>85–88</td>
</tr>
<tr>
<td>Sanskrit</td>
<td>33, 158, 236–237, 267–269, 271</td>
</tr>
<tr>
<td>Sepedi</td>
<td>255</td>
</tr>
<tr>
<td>Serbo-Croatian</td>
<td>33, 138, 207–208</td>
</tr>
<tr>
<td>Sesotho</td>
<td>131, 133, 255</td>
</tr>
<tr>
<td>Setswana</td>
<td>50, 51, 55</td>
</tr>
<tr>
<td>Shambaa</td>
<td>63</td>
</tr>
<tr>
<td>Slave</td>
<td>247</td>
</tr>
<tr>
<td>Slovak</td>
<td>298–300</td>
</tr>
<tr>
<td>Somali</td>
<td>209–210</td>
</tr>
<tr>
<td>Spanish</td>
<td>3, 15, 20, 27, 37, 131, 148, 151, 239</td>
</tr>
<tr>
<td>Sundanese</td>
<td>57–58, 68, 240–241</td>
</tr>
</tbody>
</table>
### General Index

<table>
<thead>
<tr>
<th>Term</th>
<th>Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>accuracy</td>
<td>5–11, 15–17, 22, 44, 131–132</td>
</tr>
<tr>
<td>acoustic</td>
<td></td>
</tr>
<tr>
<td>amplitude</td>
<td>7–8</td>
</tr>
<tr>
<td>formant</td>
<td>10–11</td>
</tr>
<tr>
<td>frequency</td>
<td>7, 8, 10</td>
</tr>
<tr>
<td>spectrogram</td>
<td>10–11, 14–15</td>
</tr>
<tr>
<td>spectrum</td>
<td>8–10</td>
</tr>
<tr>
<td>waveform</td>
<td>5–8</td>
</tr>
<tr>
<td>acquisition</td>
<td>258–261, 271, 274, 275, 276–297, 298</td>
</tr>
<tr>
<td>affricate</td>
<td>27, 30–31, 51–52, 145–146; see also features: delayed release</td>
</tr>
<tr>
<td>allophone</td>
<td>43–65, 68</td>
</tr>
<tr>
<td>alveolar ridge</td>
<td>28, 142</td>
</tr>
<tr>
<td>alveopalatal</td>
<td>27, 28–29, 142, 143</td>
</tr>
<tr>
<td>approximant</td>
<td>29, 31</td>
</tr>
<tr>
<td>articulation</td>
<td>12–14, 21–34, 136–147, 328</td>
</tr>
<tr>
<td>aspiration</td>
<td>32, 45–47, 146; see also features: glottis</td>
</tr>
<tr>
<td>assimilation</td>
<td>57, 105, 111, 114, 181, 159–160, 189–190, 193, 228–240, 251, 305, 310, 326–328</td>
</tr>
<tr>
<td>association lines</td>
<td>304</td>
</tr>
<tr>
<td>bilabial</td>
<td>27, 28, 34, 133, 143</td>
</tr>
<tr>
<td>blade</td>
<td>28, 31, 142; see also features: coronal breathy, 25, 146; see also features: spread glottis</td>
</tr>
<tr>
<td>central</td>
<td>22–23, 140, 164–166</td>
</tr>
<tr>
<td>click</td>
<td>30, 133, 147, 227</td>
</tr>
<tr>
<td>compensatory lengthening</td>
<td>244–245</td>
</tr>
<tr>
<td>complementary distribution</td>
<td>44</td>
</tr>
<tr>
<td>contrast</td>
<td>44, 47, 49, 50</td>
</tr>
<tr>
<td>coronalization</td>
<td>238</td>
</tr>
<tr>
<td>creaky</td>
<td>25, 146; see also features: constricted glottis</td>
</tr>
<tr>
<td>dental</td>
<td>27, 28, 142; see also features: distributed determinant, 157</td>
</tr>
<tr>
<td>diphthong</td>
<td>20–21</td>
</tr>
<tr>
<td>dissimilation</td>
<td>243, 294</td>
</tr>
<tr>
<td>downstep</td>
<td>24–25, 315</td>
</tr>
<tr>
<td>ejective</td>
<td>32, 146–147; see also features: constricted glottis environment, 157, 175</td>
</tr>
<tr>
<td>feature, distinctive</td>
<td>135–166</td>
</tr>
<tr>
<td>features</td>
<td></td>
</tr>
<tr>
<td>advanced tongue root</td>
<td>140, 141</td>
</tr>
<tr>
<td>anterior</td>
<td>142</td>
</tr>
<tr>
<td>back</td>
<td>140</td>
</tr>
<tr>
<td>consonantal</td>
<td>138, 139</td>
</tr>
<tr>
<td>constricted glottis</td>
<td>146</td>
</tr>
<tr>
<td>continuant</td>
<td>145</td>
</tr>
<tr>
<td>coronal</td>
<td>142</td>
</tr>
<tr>
<td>delayed release</td>
<td>145–146</td>
</tr>
<tr>
<td>distributed</td>
<td>142</td>
</tr>
<tr>
<td>front</td>
<td>165, 166</td>
</tr>
<tr>
<td>high</td>
<td>140</td>
</tr>
<tr>
<td>labial</td>
<td>162–163</td>
</tr>
<tr>
<td>lateral</td>
<td>145</td>
</tr>
<tr>
<td>long</td>
<td>147</td>
</tr>
<tr>
<td>low</td>
<td>140</td>
</tr>
<tr>
<td>nasal</td>
<td>145, 146</td>
</tr>
<tr>
<td>round</td>
<td>140</td>
</tr>
<tr>
<td>sonorant</td>
<td>137, 138–139</td>
</tr>
<tr>
<td>spread glottis</td>
<td>146</td>
</tr>
<tr>
<td>stress</td>
<td>147</td>
</tr>
<tr>
<td>strident</td>
<td>142, 143</td>
</tr>
<tr>
<td>syllabic</td>
<td>137–138, 140</td>
</tr>
<tr>
<td>tense</td>
<td>141</td>
</tr>
<tr>
<td>voice</td>
<td>146</td>
</tr>
<tr>
<td>flap</td>
<td>31, 47–48</td>
</tr>
<tr>
<td>focus</td>
<td>157</td>
</tr>
<tr>
<td>foot</td>
<td>244, 246–247</td>
</tr>
<tr>
<td>free variation</td>
<td>60–61</td>
</tr>
<tr>
<td>fricative</td>
<td>27, 30–31</td>
</tr>
<tr>
<td>generality</td>
<td>78, 100, 112, 150–151</td>
</tr>
<tr>
<td>glide</td>
<td>25–26, 31, 138</td>
</tr>
<tr>
<td>glottis</td>
<td>12, 29, 32, 136–137, 139</td>
</tr>
<tr>
<td>grammar</td>
<td>2, 15, 59, 61, 71, 72, 104, 132, 258, 259</td>
</tr>
<tr>
<td>hardening</td>
<td>240, 284</td>
</tr>
<tr>
<td>high</td>
<td>21; see also features: high</td>
</tr>
<tr>
<td>historical change</td>
<td>273–277, 287–292</td>
</tr>
<tr>
<td>homorganic</td>
<td>30</td>
</tr>
<tr>
<td>implicational relation</td>
<td>226</td>
</tr>
<tr>
<td>implosive</td>
<td>32, 54–55, 146, 227; see also features: constricted glottis</td>
</tr>
<tr>
<td>larynx</td>
<td>12, 32, 33, 130</td>
</tr>
<tr>
<td>lax</td>
<td>21, 35, 131, 141; see also features: tense</td>
</tr>
<tr>
<td>lenition</td>
<td>239; see also weakening</td>
</tr>
<tr>
<td>lexicon</td>
<td>44, 273</td>
</tr>
<tr>
<td>lingual</td>
<td>28–29</td>
</tr>
<tr>
<td>liquids</td>
<td>31, 53, 77, 138, 139, 228</td>
</tr>
<tr>
<td>low</td>
<td>21, 35; see also features: low</td>
</tr>
<tr>
<td>major class</td>
<td>27, 30–31, 137–140, 145–146</td>
</tr>
<tr>
<td>manner of articulation</td>
<td>27, 40, 145</td>
</tr>
<tr>
<td>markedness</td>
<td>226–228, 229–230</td>
</tr>
<tr>
<td>mid</td>
<td>21, 35, 140, 240</td>
</tr>
<tr>
<td>minimal pair</td>
<td>44, 47, 260</td>
</tr>
<tr>
<td>mora</td>
<td>249</td>
</tr>
<tr>
<td>morpheme</td>
<td>44, 48, 53, 69, 72–73, 75</td>
</tr>
<tr>
<td>morphology</td>
<td>71–73</td>
</tr>
<tr>
<td>nasal</td>
<td>23, 31, 34; see also features: nasal</td>
</tr>
<tr>
<td>natural class</td>
<td>139, 150–154, 159, 164, 166, 302</td>
</tr>
<tr>
<td>neutral position</td>
<td>136</td>
</tr>
</tbody>
</table>
neutralization
  absolute, 68, 75, 273
  contextual, 273–274, 276–277

onset, 247
optional, 60–61
ordering, 100–121

palatal, 27, 29, 143–144
palatalization, 29, 101, 102, 113, 144–145, 238
phonation, 25
phoneme, 44–45, 47, 49, 132–133, 134, 154
phonetic detail, 14–16, 21, 36, 131–132
pitch, 23, 24–25, 147; see also tone
prediction (theoretical) 133–134
prenasalization, 31
privative, 329
prosody, 147, 244–250

resonance, 10, 27
retroflex, 28, 131, 142
reversal of sound change, 275–277, 304
round, 21, 50; see also features: round
rule
  formulation, 155–160, 305, 326–328
  natural, 226–255
  possible, 156–157

segment, 14
sonorant, 31, 33; see also features: sonorant
sound (physical, mental) 17, 137
spontaneous voicing, 137–139
stop, 30; see also features: continuant

stress, 23, 249–250; see also features: stress
structural change, 157
structure preserving, 107
syllable, 33, 159
symbol, 2, 14–17
syncope, 121, 176, 190

target, 157
tone, 23–25, 33, 79–80, 147, 302, 321
tone
  contour, 302–306
  default, 317–319
  floating, 310–317
  melody, 310
  preservation, 306–308
  spreading, 304, 305, 318
transcription, 15–17, 19–37, 44, 131
translaryngeal harmony, 234

underlying, 45, 48, 51, 67–93
uvular, 27, 29

velar, 27, 29
velarized, 29, 144
velum, 23, 31, 137
vocal folds, 12, 24, 25, 29, 136–137
vocal tract, 4, 10, 12, 13
vocoid, 57
voicing, 32, 113; see also features: voice
vowel harmony, 112, 159, 172, 228, 234

weight, 249
word-relatedness, 272–273